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1 Introduction

Microarrays allow the researcher to investigate the behavior of thousands of genes simultaneously under various conditions. The insights possible from such experiments are vast, but the number of errors due to the complexity of the experiments is also substantial. A great deal of statistical research has focused on eliminating known biases introduced at different stages of the process and then discriminating which genes are differentially expressed across the conditions of interest (for example observations from cancer patients versus healthy patients).

We propose the use of a known parametric model as an approximation of the distribution of the log-ratios of measured gene expression across genes – the Asymmetric Laplace Distribution (Kotz et al., 2001). Namely, if all the genes on one array are considered as separate independent observations, the distribution of the log-ratio of the expression values is well approximated by the Asymmetric Laplace Distribution. Figure 1 gives an example of the fit of the Asymmetric Laplace Distribution as compared to the Normal distribution. The Asymmetric Laplace captures the peak at the center of the data as well as the asymmetry in the distribution. Genes expression ratios, of course, are not independent. However there are many instances, particularly in normalization of the arrays, where the statistical analysis does assume independence among the genes.

In the two-color microarray datasets for which we fit the Asymmetric Laplace distribution (described in Section 4.1), the model usually gave a reasonable fit to the gene expression data and greatly improved upon the Normal distribution. As an approximating distribution, this distribution provides an alternative parametric model from the normal distribution to explore the effects of statistical procedures. The Laplace distribution has a appealing representation of a mixture of normals with differing variances. Furthermore, the Laplace distribution gives a conceptually simple adjustment to existing normalization methods which gives robust as well as parametrically justified procedures.
Figure 1: Histogram of gene expression of all genes on a single cDNA microarray from T-Cell Data (described below in Section 4.1). Corresponding Asymmetric Laplace and Normal distribution overlayed, with parameters estimated using maximum likelihood estimates.

2 Brief Background

A two-color microarray experiment takes two different samples of cDNA tagged with different dyes, red (Cy5) and green (Cy3). The two samples are hybridized to known DNA sequences that are spotted on a glass slide. After hybridization, the slide or array is scanned to measure the dye intensities. Higher dye intensities imply greater presence of the mRNA in the sample corresponding to that dye. Typically, one of the samples is a standard reference made of mRNA from pooled cell lines and the other sample is from the observation. A microarray experiment will repeat this for each observation. Each array will give information on the relative gene expression of the observation compared with the standard reference; these relative gene expression patterns can be compared among patients. When done for classification of conditions, the experiment is designed so that the observations come from different known conditions, and the relative expression can be compared between these groups. Differentially expressed genes are genes that are expressed differently (relative to the reference) between the conditions of interest.

However technical aspects of the experiment, such as the position of the spot on the chip or different levels of the incorporation of the Cy5 and Cy3 dyes, mean that the measured expression levels have built in biases due to the technicalities of the experiment. Indeed, even for “self-self” hybridization experiments where both samples on the array come from the same original sample, the error in measurement
of relative gene expression is biased. Normalization methods try to correct the expression levels within an array to counteract this bias.

Generally such methods assume that for each array, only a small proportion of the total genes should be expressed differently from the reference sample. Thus, we expect the difference in gene expression between the red and the green channel to be due to just random fluctuation. In other words, the resulting gene expression represents observations from some error distribution. Normalization techniques transform the data so that the distribution of gene expression across the array reflects this assumption. One common technique in cDNA arrays is to look at the plot of the difference of the red and green against the average expression (on a log scale) and then transform the data so that the log difference is centered at zero, using for instance LOWESS regression (Dudoit and Yang, 2003). These can be done globally for all of the genes at once, or separately based on the layout information of the genes on the slide. Another approach, variance stabilizing normalization (VSN), further transforms the data to stabilize the variance across expression level (see Durbin et al., 2002; Huber et al., 2003).

The distribution of the normalized gene expressions, while similar across arrays, is often far from normal, regardless of the normalization methods. Rather, the distribution tends toward heavy tails and asymmetry of varying degrees (see, for example, Figure 2). Traditional centering and scaling with the mean and the standard deviation suggested by a normal distribution approximations are sensitive to outlying points. Because of the heavy tails and non-normality of the data, many authors suggest recentering and rescaling microarray data with more robust estimates of location and variance, such the median and mean/median absolute deviation, respectively (Yang et al., 2001). This suggests an error distribution that estimates the location parameter with the median and the scale parameter with the mean absolute deviation (MeanAD\(^1\)). Such a distribution exists and is called Laplace’s First Error Distribution, a Laplace distribution, or a double exponential distribution. The classical Laplace distribution is symmetric around its location parameter; however, gene expression data often displays signs of asymmetry. A known generalization of the Laplace distribution, the Asymmetric Laplace, allows for asymmetry if necessary (see Figure 5).

3 Overview of the Laplace Distribution

The Laplace distribution \((\mathcal{L}(\theta, \sigma))\) has two parameters, a location parameter \(\theta\) and a scale parameter \(\sigma\). The density function is

\[
f_Y(y) = \frac{1}{\sqrt{2\sigma}} \exp(-\sqrt{2}|y - \theta|/\sigma), \quad \sigma > 0
\]

\(^1\)MAD often refers to the median absolute deviation, rather than the mean absolute deviation, thus we use the abbreviation MeanAD
Figure 2: Histogram of gene expression of all genes on a single array from different Microarray datasets (after normalizations as described below in section 4.1).
Figure 3: Density Plot of standard $L(0, 1)$ and a standard normal $N(0, 1)$

See Figure 3 for a plot of the density. The maximum likelihood estimates of $\theta$ and $s = \sigma/\sqrt{2}$ are the median and the MeanAD respectively. A $L(\theta, \sigma)$ distribution has expected value $\theta$ and variance $\sigma^2 = 2s^2$. The $L(\theta, \sigma)$ distribution has "heavier tails" than the normal, meaning that there is more probability of extreme values than under a normal distribution. In addition, the $L(\theta, \sigma)$ distribution concentrates more probability in the center than a normal distribution.

Distributions have been proposed in other contexts that adjust the Laplace distribution so as to admit a skewness parameter in the distribution. In particular, a family of distributions proposed by Hinkley and Revankar (1977), the Asymmetric Laplace Distribution ($AL(\theta, \mu, \sigma)$), introduces a skew parameter, $\mu$ (or $\kappa$ in a different parameterization), to the classical Laplace distribution, while maintaining basic properties of the Laplace distribution. The density of the $AL(\theta, \mu, \sigma)$ can be explicitly written (see Figure 4 for illustrations of the distribution):

\[
    f(y) = \frac{\sqrt{2}}{\sigma} \frac{\kappa}{1 + \kappa^2} \begin{cases} 
        \exp\left(\frac{-\sqrt{2}\kappa}{\sigma} |x - \theta|\right) & \text{if } x \geq \theta \\
        \exp\left(\frac{-\sqrt{2}\kappa}{\sigma} |x - \theta|\right) & \text{if } x < \theta 
    \end{cases}
\]

where $\mu = \sigma(\frac{1}{\kappa} - \kappa)/\sqrt{2}$, $\kappa > 0$.

As would be expected, the traditional, symmetric Laplace distribution with no skew is a special case of $\mu = 0$ (or $\kappa = 1$). $\theta$ and $\sigma$ remain location and scale parameters, so that if $Y \sim AL(\theta, \mu, \sigma)$ then $\frac{Y - \theta}{\sigma} \sim AL(0, \mu/\sigma, 1)$. The distribution can also be parameterized in terms of $\kappa$, as in Equation (1). If $Y \sim AL(\theta, \kappa, \sigma)$ then $\frac{Y - \theta}{\sigma} \sim AL(0, \kappa, 1)$, so $\kappa$ does not change with shifts or (positive) scalings of
Figure 4: Density Plot of Asymmetric Laplace $\mathcal{AL}(\theta, \mu, \sigma)$, with $\theta = 0$ and $\sigma = 1$, for varying values of $\mu$

the random variable $Y$. The expectation and variance of an $\mathcal{AL}(\theta, \mu, \sigma)$ are

$$E(Y) = \theta + \mu$$
$$\text{var}(Y) = \sigma^2 + \mu^2$$

Note the variance is not independent of the mean unless $\mu = 0$ – the case of the symmetric Laplace Distribution.

The maximum likelihood estimates of $\theta$, $\sigma$ and $\mu$ can be determined and are given in Kotz et al. (2001, p.173-174).\(^2\) The median is the $\theta$ that minimizes

$$\frac{1}{n} \sum |X_i - \theta| = \frac{1}{n} \sum (X_i - \theta)^+ + \frac{1}{n} \sum (X_i - \theta)^-$$

where $\alpha(\theta) = \frac{1}{n} \sum (X_i - \theta)^+$

$\beta(\theta) = \frac{1}{n} \sum (X_i - \theta)^-$

\(^2\)Note that the MLE given here is different than the result given in Kotz et al. (2001, p. 173) There the authors minimize $h(\theta) = 2\log(\sqrt{\sum (X_i - \theta)^+} + \sqrt{\sum (X_i - \theta)^-}) + \sqrt{\sum (X_i - \theta)^+ \sum (X_i - \theta)^-}$ (3.5.118). However there seems to be an error in equation (3.5.110) from which $h(\theta)$ is derived, and the second term in $h(\theta)$ should not be included.
\(\alpha(\theta)\) is the sum of how much larger the data points are than \(\theta\) while \(\beta(\theta)\) is the sum of how much smaller the data points are than \(\theta\). Then the MLE \(\hat{\theta}\) for \(\theta\) in the asymmetric distribution minimizes

\[
\frac{1}{n} \sum |X_i - \theta| + 2\sqrt{\alpha(\theta)\beta(\theta)}
\]  

(2)

The difference is the second term involving \(\alpha(\theta)\) and \(\beta(\theta)\) again, which pushes the estimate of \(\theta\) toward the mode of the distribution. If the distribution is symmetric then these will be the same, and the MLE will still be the median. But in the non-symmetric case, the MLE of \(\theta\), the location parameter, is no longer exactly the median, but is a different order statistic that depends on the skewness of the data. Once \(\hat{\theta}\) is found, the MLEs for \(\mu\) and \(\sigma\) are:

\[
\hat{\mu} = \bar{X} - \hat{\theta} \\
\hat{\sigma} = \sqrt{2\sqrt{\alpha(\hat{\theta})\beta(\hat{\theta})}} \left(\sqrt{\alpha(\hat{\theta})} + \sqrt{\beta(\hat{\theta})}\right)
\]

When the data is roughly symmetric \(\hat{\sigma}\) will be close to the MeanAD and \(\hat{\theta}\) will be close to the median. The maximum likelihood estimates are asymptotically normal and efficient (Kotz et al., 2001) with asymptotic covariance matrix:

\[
\frac{1}{n} \begin{pmatrix}
\sigma^2 & \sqrt{\frac{3}{4}} \sigma(1 + \kappa^2) & \sqrt{\frac{3}{4}} \sigma^2 (\frac{1}{\kappa} - \kappa) \\
\frac{\sqrt{3}}{4} \sigma(1 + \kappa^2) & \left(\frac{1 + \kappa^2}{2}\right)^2 & \frac{\sigma(1 - \kappa)}{4} (\frac{1}{\kappa} - \kappa)(1 + \kappa^2) \\
\frac{\sqrt{3}}{4} \sigma^2 (\frac{1}{\kappa} - \kappa) & \frac{\sigma(1 - \kappa)}{4} (1 + \kappa^2) & \left(\frac{\sigma(\kappa + \frac{1}{\kappa})}{2}\right)^2
\end{pmatrix} (3)
\]

\[
\psi(t) = \left(\frac{1}{1 + \frac{1}{2} \sigma^2 t^2 - i\mu t}\right)^\tau
\]  

(4)

The \(\mathcal{AL}(\theta, \mu, \sigma)\) distribution has \(\tau = 1\), and generally the sum of \(n\) identically and independently distributed (i.i.d) \(\mathcal{AL}(\theta, \mu, \sigma)\) random variables is distributed as a generalized Laplace distribution with \(\tau = n\). This means that the sum of Generalized Asymmetric Laplace random variables is still distributed as Generalized Asymmetric Laplace but with a different \(\tau\) parameter.

4 Applications to Microarray Data

4.1 Fitting \(\mathcal{AL}(\theta, \mu, \sigma)\) to Two-Color Microarray Data

We examined several microarrays from published microarray experiments. The first dataset was a set of 70 arrays from sorted T-cells compared to classical human reference cell-lines by competitive hybridization on Agilent cDNA chips (Xu et al.,
The data was normalized as described in Xu et al. (2004) using the \texttt{vsn} package in R (Huber and Heydebreck, 2003), which applies a generalized-log transformation to stabilize the variance across expression values. The difference of the two channels gave the gene measurement. The second dataset (B) consists of self-self hybridizations of 19 different cell lines, as well as the Stratagene universal reference RNA (Yang et al., 2002). The self-self arrays were normalized using loess smoothing, as described in the paper, though we applied the loess smoothing separately per print-tip group. Log-differences of the two channels were then used for the measurement per gene. Dataset (C) is two sets of dye-swap experiments comparing a swirl mutant zebrafish with wildtype. It is available as a dataset with the R package \texttt{marrayClasses} (Dudoit and Yang, 2002; Wuennenberg-Stapleton and Ngai, 2001). The zebrafish arrays were also normalized using print-tip group loess smoothing and then log-differences were used as gene measurement, as described in the \texttt{marrayNorm} package. The last dataset (D) is of 86 haploid segregants from a cross between laboratory and wild strain yeast (\textit{Saccharomyces cerevisiae}) from Yvert et al. (2003). The progeny was measured with two arrays each, with dyes swapped, and the parent strains measured with four arrays each, also with the dyes swapped. The reference sample for all arrays was an independent sample of the laboratory strain. This data is available on NCBI's Gene Expression Omnibus (GEO) database. Yvert et al. (2003) normalized the data by subtracting off the mean of the log-ratio. In what follows, we normalized the data using the \texttt{vsn} package in R. In the following exposition, we show results from a single array from each of these datasets (see Supplementary Figures for all of the arrays).\footnote{From the T-Cell dataset, we used array 15, the naive t-cells of a healthy patient. With the self-self hybridizations, we used array 5, the KM12L4A cell line RNA as shown in Figure 2 in Yang et al. (2002). From the Zebrafish dataset, we used array 3, “swirl.3.spot”, where Cy3 was the mutant and Cy5 the wildtype. For the yeast data, we used 5-3-dCy5, where the reference sample was in Cy3 (array 45).} We also examined another cDNA dataset, included in the supplementary figures, of tumor samples from diffuse large B-cell lymphoma patients (Alizadeh et al., 2002). This data was normalized using the \texttt{vsn} package as well.

We estimated maximum likelihood estimates and asymptotic standard errors of the parameters of a \(\mathcal{AL}(\theta, \mu, \sigma)\) distribution for all of the arrays (see Table 1 and Supplementary Figures 13). Notice, that while the parameter \(\mu\) depends on the scale of measurement, the parameter \(\kappa\) is a comparable measure of skewness across the datasets regardless of the scale. We see in the cDNA arrays that \(\kappa\) is close to one across the arrays, indicating small levels of skewness, and often not significantly different from one.

In Figure 5 we overlay the estimated \(\mathcal{AL}(\theta, \mu, \sigma)\) density on the observed histograms, where \(\theta, \sigma\) and \(\mu\) are estimated with their respective maximum likelihood estimates. For comparison, we also overlaid the estimated normal density. From these density plots we can see that the \(\mathcal{AL}(\theta, \mu, \sigma)\) distribution is capturing something of the “spirit” of the density, with peaked concentration in the center and
heavy tails. Using Quantile-Quantile Plots (Q-Q Plots), which better emphasizes the fit of the distribution in the tails, we see in Figure 5 that the Q-Q plots are linear. Only a few points out of the thousands of observations deviate significantly from a straight line. This indicates a reasonable fit to the Asymmetric Laplace distribution and is much preferred to the Normal distribution (also in Figure 5). For the arrays not shown, the fit is often comparable to those shown here, though some have greater deviations in the tails and others would have to be classified as a misfits. In general, the Asymmetric Laplace performs better than the corresponding normal (see Supplementary Figures 9, 10, 11, 12).

4 In the T-cell data the data is in 5 batches, and batch two seems to have severe problems with the $\mathcal{AL}(\theta, \mu, \sigma)$ fit.

5 Since we must estimate the unknown parameters of the $\mathcal{AL}(\theta, \mu, \sigma)$ distribution, asymptotic estimates of the distribution of the test-statistics do not exist. One can use the half-sample method (Stephens, 1986), where the unknown components are estimated with half of the data and then the test is run, using these estimates, on the entire dataset. Given the size of the sample, the MLE estimates are stable, so the effect of the half-sample method is negligible.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\theta}$</th>
<th>$\hat{\kappa}$</th>
<th>$\hat{\sigma}$</th>
<th>$\hat{\mu}$</th>
<th>Median</th>
<th>MeanAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-Cell</td>
<td>0.039 (0.003)</td>
<td>1.174 (0.011)</td>
<td>0.304 (0.005)</td>
<td>-0.069</td>
<td>0.006</td>
<td>0.221</td>
</tr>
<tr>
<td>Self-Self</td>
<td>-0.001 (0.002)</td>
<td>1.002 (0.007)</td>
<td>0.243 (0.009)</td>
<td>-0.001</td>
<td>-0.001</td>
<td>0.172</td>
</tr>
<tr>
<td>Zebrafish</td>
<td>-0.104 (0.005)</td>
<td>0.792 (0.002)</td>
<td>0.430 (0.005)</td>
<td>0.143</td>
<td>-0.008</td>
<td>0.318</td>
</tr>
<tr>
<td>Yeast</td>
<td>-0.002 (0.004)</td>
<td>0.930 (0.013)</td>
<td>0.283 (0.004)</td>
<td>0.029</td>
<td>-0.002</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Table 1: Maximum Likelihood Estimates of the parameters for microarray data, with standard error estimates for $\theta, \kappa, \sigma$ in parenthesis.
Figure 5: Histograms from Figure 2 overlayed with estimated Asymmetric Laplace distribution and Normal Distribution. Parameters of both distributions estimated with maximum likelihood estimates. Q-Q plots for the Normal and Asymmetric Laplace distribution shown as well, with the outer 0.5% of the data on each tail colored in grey. Some extreme points as indicated in subcaptions, were not displayed in the Q-Q plots so as to better examine the rest of the plot.
Figure 5: (cont.) Histograms from Figure 2 overlayed with estimated Asymmetric Laplace distribution and Normal Distribution. Parameters of both distributions estimated with maximum likelihood estimates. Q-Q plots for the Normal and Asymmetric Laplace distribution shown as well, with the outer 0.5% of the data on each tail colored in grey. Some extreme points as indicated in subcaptions, were not displayed in the qq-plots so as to better examine the rest of the plot. (d) also shows the fit of the distribution with an Inverse Gamma prior for the variance (see section 4.4.2.)
tion than for the normal distribution, but this is not in itself an statistically sound indicator of fit.

Instead we used Akaike’s Information Criterion (AIC) (Akaike, 1973; Burnham and Anderson, 1998), to evaluate the comparative appropriateness of a model. Namely, if \( g(\theta) \) is our model,

\[
AIC = -2\log(L_g(\hat{\theta}|y_1, \ldots, y_n)) + 2K
\]

where \( K \) is the number of parameters being estimated, \( L \) is the likelihood function of the model \( g \), and \( \hat{\theta} \) is the maximum likelihood estimate of the parameters of \( g \). The AIC is an estimate of

\[
d_{KL}(f, g) - C(f)
\]

where \( d_{KL}(f, g) \) is the Kullback-Liebler distance between the true model \( f \) and the proposed model \( g \), and \( C(f) \) is a constant that depends only on \( f \). Thus, proposed models \( g_i \) for a given dataset can be compared by their corresponding AIC \( i \), the relative K-L distance to the true \( f \). However, the size of AIC should not be compared across separate experiments; unlike the true K-L distance, the AIC values for different datasets are not on equivalent scales since the term \( C(f) \) will vary with the dataset’s that come from different underlying model’s \( f \). Figure 6 shows the difference of the AIC statistic for the \( \mathcal{AL}(\theta, \mu, \sigma) \) and the Normal distribution across all of the arrays in the datasets examined.\(^6\) The \( \mathcal{AL}(\theta, \mu, \sigma) \) distribution had a lower AIC for all of the sample arrays plotted in Figure 2 and for most of the arrays not shown.

4.2 Affymetrix Data

The \( \mathcal{AL}(\theta, \mu, \sigma) \) distribution is difficult to apply to Affymetrix microarrays, however. The perfect-match (PM) and mis-matched (MM) probes used in those arrays we examined have roughly similar distributions across genes as the single channels in two-color microarrays. But the standard measurement of gene expression are transformations of PM-MM measurement (or of just the PM). This measurement results from viewing the PM as the result of the biological signal plus a probe-specific additive effect due to unspecific binding. Two-color arrays, however, model various probe effects as multiplicative effects, which results in the ratio. PM-MM does not follow the \( \mathcal{AL}(\theta, \mu, \sigma) \) distribution well in the data we examined. The PM-MM did have heavy tails, a peaked concentration at zero, and asymmetry, reminiscent of the \( \mathcal{AL}(\theta, \mu, \sigma) \) distribution. However, the observed distribution had even heavier tails than the Laplace distribution. The ratio of log(PM/MM), which is not used in Affymetrix array analysis for the reasons explained above, was however a much better fit to the \( \mathcal{AL}(\theta, \mu, \sigma) \), probably reflecting the similarity in technical error.

\(^6\)In Figure 6 we jointly plot the difference in AIC for different samples coming from the same experiment. Thus we are implicitly assuming that the underlying model \( f \) is the same across samples.
Figure 6: $AIC_{Lap} - AIC_{Norm}$ plotted for each array in the datasets. A smaller value of AIC indicates a better fit, thus $AIC_{Lap} - AIC_{Norm} < 0$ implies a better fit for the Laplace model. Data as described in 4.1. Note the Swirl Zebrafish and Yeast datasets include dye-swap arrays.
and gene expression that underlies both the array techniques. Another option is to evaluate the ratio of PM for two samples, reminiscent of the two-color arrays. However, this is also not commonly done in Affymetrix arrays because it does not allow for comparisons of many samples unless some reference sample was included in the experiment.

Furthermore, Affymetrix pre-processing must compile a single gene expression value from several different probes. This results in different kinds of normalization procedures, which result in very different distributions of the gene expression.

4.3 Interpretation

The Asymmetric Laplace distribution can be equivalently represented as functions of other random variables which can provide insight into possible reasons for the good fit of the Asymmetric Laplace. None of these representations are the "truth," but do perhaps give ideas as to why the arrays show a good fit to the distribution.

If $Y$ is a random variable with distribution $\mathcal{AL}(\theta, \mu, \sigma)$, then two representations are of possible interest.

\begin{align*}
Y &\stackrel{d}{=} \theta + \frac{\sigma}{\sqrt{2}} \log\left(\frac{P_1}{P_2}\right), \quad \text{where } P_1 \sim \text{Pareto I}(\kappa, 1), P_2 \sim \text{Pareto I}(1/\kappa, 1) \quad (5) \\
Y &\stackrel{d}{=} \theta + \mu W + \sigma \sqrt{W} Z, \quad \text{where } W \sim \text{Exp}(1), Z \sim \mathcal{N}(0, 1) \quad (6)
\end{align*}

Thus, Equation (5) means that the Asymmetric Laplace distribution can also be represented as the log-ratio of two independent random-variables with Pareto I distributions. Here $\kappa$ is the same as in the parameterization given above in the equation for the density (Equation (1)). Equation (6) says that $Y$ can be viewed a continuous mixture of normal random variables whose scale and mean parameters are dependent and vary according to an exponential distribution:

\[ Y_i|W_i \sim \mathcal{N}(\theta + \mu W_i, \sigma^2 W_i), \quad \text{where } W_i \sim \text{exp}(1). \]

The dependence of the mean and variance are reflected in the same $W_i$ in the mean and variance of the mixture.

Since arrays are often measured as log-ratios of the red and green channel (or approximately so for the variance stabilizing transformation), then the representation in (5) seems a particularly simple explanation of the good fit of the $\mathcal{AL}(\theta, \mu, \sigma)$ to the data. Namely, that the red and green channel each follow independent Pareto distributions, but related parameters. If $\kappa = 1$, then the both channels would have

\[ f(x) = \frac{\alpha \beta^\alpha}{x^{\alpha+1}}, \quad x > \beta \]
the same distribution, linked by the \( \sigma \) parameter: \( \text{ParetoI}(\sqrt{2}/\sigma, 1) \). Clearly the two channels are not actually independent, as this model requires, though many normalization models of gene expression can have this effect.\(^8\) Equation (5) also would imply that skewness in the data – the \( \kappa \) term – arises from a difference in distribution between the red and green channel, since \( \kappa \neq 1 \) (\( \mu \neq 0 \)) only if \( P_1 \) and \( P_2 \) come from Pareto distributions with different parameters. Kuznetsov (2001) finds mRNA expression in SAGE libraries following a “Pareto-like” distribution – a Pareto II distribution with a location parameter.\(^9\) Similarly, Wu et al. (2003) find that the distribution of the expression intensities (PM) for Affymetrix oligonucleotide arrays resemble a power law, which is equivalent to a Pareto distribution. We examined the customary log-frequency versus log-expression plots for the red and green channels. Some arrays were fairly linear, thus indicating a Pareto fit. But many arrays were only linear in the tails and perhaps were more of a quadratic curve, which indicates a log-normal curve (see Figure 7).

Equation (6) gives another possible intuition: the intensity of every probe/gene

---

\(^8\)For example the variance stabilizing transformation model results in generalized log difference measurements that are the difference of independent residuals of the red and green channels.\(^{15}\) Similarly Newton et al. (2001) use a Bayesian model with independent red and green channels.

\(^9\)Namely, the density \( \frac{\alpha C^\mu}{(C + x - \mu)^{\alpha + 1}} \), where for Kuznetsov (2001), \( C = 1 \) and \( \mu = b + 1 \). See Johnson et al. (1994) for more information.
on the array follows a normal distribution, but with random standard deviation and mean from an exponential distribution. Due to the nature of microarray experiments, we would expect the measured intensities to have different variation across genes, and a mixture of normals is a convenient representation. The $\mathcal{AL}(\theta, \mu, \sigma)$ is, of course, only one such mixture, namely with variance following an exponential distribution.

We can imagine for each gene $g$ there is an underlying difference in biological log-expression level between the two channels, $\xi_g$, and some noise $\eta_g$ due to technical aspects of the experiment. A simple assumption would make these additive effects on the log-scale (and thus multiplicative on the untransformed data). How could the parameters of the $\mathcal{AL}(\theta, \mu, \sigma)$, as used in equation (6) compare with these values?

One way is to think that biologically the difference in the gene log-expression levels between the two channels is some constant fixed effect, except for perhaps a few genes, and the observed variability is due to technical noise. Then $\theta$ would correspond to $\xi_g$. Since normalization often assumes that the biological gene expression is the same in the red and green channel for most genes, then the remaining expression level, $\xi_g$, is often assumed to be 0 for most genes. This would leave the technical noise as having a $\mathcal{A}(0, \mu, \sigma)$ distribution given by $\eta_g = \mu W + \sigma \sqrt{WZ}$. Then $\mu$ describes the mean of the technical noise. In this scenario, $\mu \neq 0$ implies some technical bias in measuring the two channels (just as for $\kappa \neq 1$ mentioned in the Pareto interpretation).

Another interpretation is that the biological difference between the red and green varies from gene to gene as does the technical noise. If we try to fit this interpretation in equation (6) into this framework, then difference in gene expression would be exponential ($\xi_g = \theta + \mu W$) and the technical noise would be symmetric laplace ($\eta_g = \sigma \sqrt{WZ}$); $\xi_g$ and $\eta_g$ would also not be independent. This would imply, that if there was no skewness in the data, $\xi_g = \theta$. However, this is clearly not a very good model for the biological difference between the red and green channel because we would not expect the biological difference for every gene to be positive. (Note that we would not want to assign the exponential distribution to $\eta_g$, since $\mu = 0$ – a symmetric distribution for gene expression – would imply zero noise).

As is clear from these descriptions, there is no way to distinguish the biological versus the technical elements in these models, and ultimately one posits one or the other. Another likely interpretation is that the normal part of the expression in equation (6) is divided between the biological and technical noise in an unidentifiable manner, with exponential technical (or biological noise) as well at times resulting in a skewed distribution. Ultimately assumptions, such as $\xi_g = 0$ for most genes (the common normalization assumption), help to further specify the interpretation.

If gene expression across genes can be well described by the representation in Equation (6), what does this imply for the distribution per gene? Namely, the random component $W$ could be a spot or gene effect – the same $W_g$ component for

---

10 The variance stabilizing procedures keep the variance across intensity levels the same within an array or batches of arrays, but does not do so gene by gene.
each measurement of gene $g$ expression. This implies a normal distribution for a
given gene measured across arrays. Otherwise, the $W$ component could be random
across both genes and arrays, which would imply a $\mathcal{AL}(\theta, \mu, \sigma)$ distribution for a
given gene across arrays.

\[
\text{Gene/Spot Specific } W_g : Y_{gi} = \theta + \mu W_g + \sigma \sqrt{W_g} Z_{gi} \quad (7)
\]

Different $W_{gi}$ for each
gene ($g$) and array ($i$):
\[
Y_{gi} = \theta + \mu W_{gi} + \sigma \sqrt{W_{gi}} Z_{gi} \quad (8)
\]

Giles and Kipling (2003) examine the distribution of genes across arrays for
oligonucleotide microarrays using 59 replicated arrays of the same sample. They
find the distribution of a gene’s expression to be roughly normal across arrays (PM-
MM after normalization, but without a log transform).\textsuperscript{11} Similarly, on the large
dataset of yeast microarrays described above, which were not technical replicates
but biological replicates, we find that the distribution per gene across arrays seems
to be roughly normal. This implies that if Equation (6) were plausible, it is likely
that the $W$ variance term is constant for a given gene across arrays, and only varies
between genes (i.e. (7)).

Under Equation (7), where each gene has a fixed $W_g$ variance term, the sample
mean is distributed as $\mathcal{AL}(\theta, \mu, \sigma)$ as well. The sample variance term has a more
complicated expression for its density, involving modified Bessel functions. Figures
8 show the distribution of the sample mean and sample variance across genes, com-
pared with the theoretical distributions expected for a fixed $\sigma^2 W_g$ variance term.
The sample mean follows a Laplace distribution reasonably well (and does not con-
form with the distribution suggested by a varying $W_{gi}$ in (8)) but the sample variance
does not follow its expected distribution very well.

4.4 Uses of the Error Distribution

4.4.1 Normalization

Using the $\mathcal{AL}(\theta, \mu, \sigma)$ distribution gives parametric insight into normalization across
arrays. For fairly symmetric distributions ($\mu \approx 0$), the $\mathcal{AL}(\theta, \mu, \sigma)$ gives a parametric
reasoning for the common use of robust measures like the median and MeanAD to
center and scale the arrays. Use of MLE estimates $\hat{\theta}$ and $\hat{\sigma}$, though, allow for easier
comparison amongst the arrays because these estimates account for the different
skewness of different arrays in evaluating proper measures of center and scale. In the
context of the gene expression data, if we expect most genes not to be differentially
\textsuperscript{11}Giles and Kipling (2003) did not address the question of the distribution for a given array
across genes, as is of focus here. They used the Shapiro-Wilk test as a formal test, which found
18%-46% of genes non-normal, depending on the normalization method. They then used the slope
of the normal Q-Q plot to gauge the measure of the magnitude of deviation from normality.
(a) Distribution of sample mean compared with $\mathcal{AL}(\theta, \mu, \sigma)$ distribution and Normal distribution

(b) Distribution of sample variance compared with using exponential prior and traditional Inverse Gamma prior (see section 4.4.2). Left: histogram with densities overlaid; Right: histogram and densities on the log-scale

Figure 8: Sample mean and sample variance computed for each gene in the yeast dataset (Yvert et al., 2003) and the distribution across genes compared to the corresponding density determined by Equation (7) in red.
expression in comparison with the sample reference, the representation in Equation (6) implies that there is a bias in the direction of \( \mu \), which might want to be accounted for in normalization. However the skew values found in the datasets we examined were not large, and thus the median and MeanAD are still reasonable values for the centering and scaling of the arrays.

The variance stabilizing methods of Durbin et al. (2003); Huber et al. (2003) both use different maximum likelihood methods to fit a transformation \( h(y) \) to the data that stabilizes the variance across intensity levels. The transformation can be written as:

\[
  h(y) = \log(y - a + \sqrt{(y - a)^2 + \lambda^2}) = \sinh^{-1}\left(\frac{y - a}{\lambda}\right)
\]

The parameters \( \lambda \) and \( a \) of the function \( h \) are fit using versions of the model

\[(10) \quad h_{\lambda,a}(y) = X \beta + \epsilon
\]

where \( X \) is a design matrix. For cDNA arrays, \( h(y) \) either is evaluated for each spot with the channels treated as separate observations (Huber et al., 2003) or is replaced with \( \Delta h(y) = h(y_{\text{channel1}}) - h(y_{\text{channel2}}) \) (Durbin et al., 2003).\(^{12}\) Both use \( \epsilon \sim N(0, \sigma) \), which give standard least-squares regression estimates of \( \beta, \sigma \) in terms of \( \lambda, a \). Then the remaining profile likelihood is maximized (or approximately so) numerically with respect to \( \lambda, a \):

\[
  C \log \left( \sum (h_{\lambda,a}(y_i) - x_i \hat{\beta}_{\lambda,a})^2 \right) + \sum \log h'_{\lambda,a}(y_i)
\]

Both Huber et al. (2003); Durbin et al. (2003) remark on the heavy tails of the residuals resulting from the fit using normal error. Huber et al. (2003) iteratively uses least trimmed sum of squares regression in minimizing (11) to give parameters \( \lambda, a \) robust to the assumption of normality and outliers.

The parametric model of the Laplace distribution is a logical error distribution for the log-ratios, as seen in section 4.1. Using this distribution for normalization is thus a logical adjustment when normalizing based on log-ratios of the two channels, or \( \Delta h(y) \), as suggested by Durbin et al. (2003).\(^{13}\) When normalizing on the channels separately, as is the common implementation, the Laplace distribution is still useful as a more robust estimation technique. Indeed, if the model uses a symmetric Laplace error term for \( \epsilon \), then the likelihood involves absolute deviation, rather than squared deviation. The estimates of \( \beta, \sigma \) are then those from a least absolute

\(^{12}\)The design matrix in Huber et al. (2003) is \( h_{\lambda_i,a_i}(y_{g}) = \mu_{g} + \epsilon \), to account for gene \( g \) effects, but not other aspects of the design. Huber et al. (2003) then goes on to maximize the profile log likelihood iteratively to find both \( a_i \) and \( \lambda_i \). Durbin et al. (2003) assumes that \( a \) has been estimated using negative controls or replicated spots and allows for a more complicate design matrix. They then use a variant of Box-Cox method to find \( \lambda \) that approximately maximizes the profile likelihood with less computation requirements.

\(^{13}\)However, it is not clear that the method they used actually can be extended to \( \Delta h(y) \), as they suggested, given problems with the Jacobian.
deviation (LAD) regression. In other words, minimizing
\[ \sum |h(y_i) - x_i \beta| \] instead of \[ \sum (h(y_i) - x_i \beta)^2. \]

The least-squares term in the profile likelihood (11) is also changed to a least absolute deviation term. Thus, the maximum likelihood estimates under the Laplace error term are automatically more robust to outlying terms than sums of squares estimates.

Closed-form estimates do not generally exist for LAD regression, but this is a convex optimization problem, so good minimization algorithms exist (Portnoy and Koenker, 1997). For small datasets, the computational difference between LAD and least-squares regression is negligible; however, given the number of observations in these models (equal to the number of all the spots in all arrays under consideration) absolute deviation minimization is more computationally intensive than least squares. For the simplified one-way ANOVA design model in Huber et al. (2003), the mean and standard error per gene of \( h(y) \) that give \( \hat{\beta}, \hat{\sigma} \) would simply be replaced with the median and MeanAD, respectively. The profile likelihood would then need to be numerically maximized as before, again with an absolute deviation term instead of a quadratic.

The Box-Cox method suggested by Durbin et al. (2003) tries to ease computational burdens by avoiding the \( \sum \log h'(y) \) term and by estimating one global \( \lambda \) parameter for all arrays, using a larger design matrix \( X \) to account for array effects. Using the Laplace error distribution here would not give simple closed-form estimates for \( \hat{\beta}, \hat{\sigma} \). The full minimization algorithms of an extremely large LAD would be needed, undermining the effort for a computational easier normalization.

The model in Equation (10) has also been proposed for finding differentially expressed genes as well, as done by Kerr et al. (2000) (using the log transform) and Durbin (2004). When the model in (10) is expressed in terms of \( \Delta h(y_g) \), a Laplace error term is particularly appealing given the good fit of the \( \mathcal{AL}(\theta, \mu, \sigma) \) to data in section 4.1. Again, the computational expense would depend on the extent of the design matrix. Using the Laplace error distribution allows for testing of effects in the model through parametric bootstrapping. One can easily generate data under various null hypotheses that have many features similar to the original data. For example, using the model in Equation (10), one could vary or eliminate a term of the model, and use the Laplace distribution to generate new residuals (and thus new data) under the new model. Thus, the residual distribution allows for significance testing for parameters in the expression model. However, this model will have severe problems if the the within gene variability changes from gene to gene (see 4.4.2 below).

Clearly a similar approach would be to bootstrap by resampling the residuals. However, the \( \mathcal{AL}(\theta, \mu, \sigma) \) distribution is very tractable; the density, cumulative density, and quantile functions can be written in closed form. This allows a great deal of knowledge of the effect of further transformation and manipulations of the data
beyond just simulated or sampled data. Furthermore, the \( \mathcal{AL}(\theta, \mu, \sigma) \) model allows parameters with meaningful interpretations. For example, the \( \mathcal{AL}(\theta, \mu, \sigma) \) model nicely separates the location parameter from the skew parameter, so the effect of the two can be taken into account in determining what further normalization analysis is appropriate. The Laplace distribution can also be used in simulation studies, giving a heavier tailed comparison to the normal distribution.

### 4.4.2 Empirical Bayes

Parametric models are particularly useful in Bayesian analysis, where prior and conditional distribution are used in estimation and inferring significance. In addition to the ASL error distribution, the interpretations in section 4.3 offer some different prior distributions for comparison.

As an example, if assuming normality of gene expression across arrays (as with F-tests), equation (7) suggests a prior distribution of the variance term \( \text{Exp}(\frac{1}{\sigma^2}) \). A more standard prior for the variance term is the inverse Gamma distribution \( (IG(\alpha, \beta)) \). Rocke (2003), for example, uses the inverse Gamma prior to give a per-gene empirical Bayes estimate of the variance using the posterior distribution \( \sigma^2 | s_g \), where \( s_g \) is the standard sample variance of gene \( g \) across arrays. His goal is to find a compromise between estimating the variance for each gene separately (and thus ignoring a great deal of information in other genes) versus estimating a global variance term (and ignoring the variance heterogeneity) as in the standard regression model in section 4.4.1 (Kerr et al., 2000). The inverse Gamma prior has two free parameters and gives a better fit to the marginal distribution of \( s_g \) than the exponential prior suggested by the Laplace distribution (Figure 8(b) using the method of moments Empirical Bayes estimators suggested in Rocke (2003)). Moreover the posterior distribution is unwieldy using the exponential, while the inverse Gamma distribution is a conjugate prior, thus giving an inverse Gamma posterior distribution. Comparing the marginal distribution of the gene expression across genes \( y_{ig} \), on the other hand, both priors offered good fits, depending on the array we examined. Of course the exponential prior just results in having a marginal \( \mathcal{L}(\theta, \sigma) \) distribution as discussed in section 4.3, and thus is highly tractable. The inverse Gamma results in less convenient density with which to work.

A popular and simple empirical Bayes approach to microarray analysis is to assume that the prior probability that the \( i \)th gene is differentially expressed is \( p_1 \) and thus the probability of not being differentially expressed is \( p_0 = 1 - p_1 \) (see Efron et al., 2001, for example). Then the density of some statistic, like the two-sample \( t \)-statistic, for gene \( g \) is

\[
f(t) = p_0 f_0(t) + p_1 f_1(t)
\]

These plots were implemented on the yeast data, where there were no grouping effects to take into account.
where $f_i$ is the density of the statistic corresponding to whether the gene is expressed or not. Then to evaluate which genes are differentially expressed one uses the posterior probability of $p_0$ for each gene:

$$\text{Prob}\{\text{Not Differentially Expressed}|t_g\} = p_0 f_0(t_g)/f(t_g)$$

Small values of the posterior probability of $p_0$ indicate possibly differentially expressed genes. Clearly this setup can be extended to a larger number of classes in the mixture beyond just “Differentially Expressed” and “Not Differentially Expressed.” The question of the proper null distribution, $f_0$, is important for this method, as using the natural $t_{n-1}$ distribution as the null does not seem to correspond to observed data, as the tails of the $t$ are not long enough and thus finds too many genes differentially expressed (Efron, 2003).

Using $\mathcal{AL}(\theta, \mu, \sigma)$ as a null distribution of gene expression, which can itself be thought of as a mixture distribution, seems a possible alternative. And as mentioned above, the mean across genes seems to resemble a Laplace distribution as opposed to the Normal. However, once the means are standardized by the gene’s standard deviation, the standard $t$ distribution is reasonable, again pointing to the importance of variance heterogeneity amongst the genes.

5 Conclusion and Further Observations

In short, the $\mathcal{AL}(\theta, \mu, \sigma)$ distribution can be a useful model for gene expression analysis. The asymmetric Laplace distribution gives a simple, interpretable model that well describes fluctuation of gene expression in competitive hybridization microarrays. Furthermore, the model can be broken down into other representations, such as a continuous mixture of Normals or log-ratios of Pareto distributions as described in Section 4.3 which suggest useful models for future exploration. Model based analyses, such as parametric bootstrapping, allow for extra incorporation of the error distribution information. The distribution can be easily written, including the cumulative distribution function, and thus allows for theoretical examination of the data methods. The AL model is less appropriate for the Affymetrix microarrays, which use the difference rather than ratio of gene expression values.

This exposition has not taken into account correlations between genes and rather has treated the genes as if they were (independent) observations from the same distribution. Under the null hypothesis, each probe expression is thought of as independently, identically distributed from a $\mathcal{AL}(\theta, \mu, \sigma)$ distribution which varies from subject to subject. No one would actually claim that the measured intensities are independent within an array; rather they are measurements of a complex regulatory network where the amount of transcript of one gene is highly dependent on other genes and gene products that regulate its transcription. For competitive hybridization arrays, where the expression is measured as a ratio to a reference sample, this transformation may hopefully reduce the dependency among non-differentially expressed genes if the reference sample is relevant to the sample of mRNA. However
normalization techniques, in particular, do treat the spots as independent, and thus it is still useful to look at the overall distribution.
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Supplementary Figures
Figure 9: (a) Q-Q Plots of all arrays for T-Cell data compared to the $\mathcal{A}(\theta, \mu, \sigma)$ distribution. Points outside of $(-4,4)$ were not plotted due to space. Except for batch 2 (second row) this eliminated less than four points for any given array. (b) Histogram with $\mathcal{A}(\theta, \mu, \sigma)$ and $\mathcal{N}(\mu, \sigma)$ density overlayed (Xu et al., 2004).
Figure 10: (a) Q-Q Plots of all arrays for self-self hybridization data (b) Histogram with $\mathcal{AL}(\theta, \mu, \sigma)$ and $\mathcal{N}(\mu, \sigma)$ density overlayed (Yang et al., 2002).
Figure 11: (A) Q-Q Plots of all arrays for zebrafish data (B) Histogram with \(\mathcal{AL}(\theta, \mu, \sigma)\) and \(\mathcal{N}(\mu, \sigma)\) density overlayed (Wuennenberg-Stapleton and Ngai, 2001)
Figure 12: (A) Q-Q Plots of all arrays for lymphoma data (B) Histogram with $\mathcal{AL}(\theta, \mu, \sigma)$ and $\mathcal{N}(\mu, \sigma)$ density overlayed (Alizadeh et al., 2002)
Figure 13: Parameter estimates across all arrays, with whiskers showing $2 \times \text{s.e.}$
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Figure 13: Parameter estimates across all arrays, with whiskers showing $2 \times \text{s.e.}$