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I. INTRODUCTION

The well-known Wishart distribution (expression (38)) is the joint distribution of the sums of squares and cross-products of deviations in samples drawn from a multivariate normal population under the condition that the expected value of each variate remains the same from observation to observation. The Wishart distribution can be considered as a generalization to several dimensions of the $\chi^2$ distribution. In another sense the $\chi'^2$ distribution, first obtained by R. A. Fisher [1], is a generalization of the $\chi^2$ distribution. The $\chi'^2$ distribution is the distribution of the squared deviations in samples from univariate normal populations.

* The contents of Sections II to IV have been published in the Annals of Mathematical Statistics, Vol. 15 (1944), pp. 345-357. That paper, entitled "Some Extensions of the Wishart Distribution", presents results which were obtained completely independently and simultaneously, by M. R. Girshick and the present author. Some preliminary results (of Section III) were presented by Girshick at a meeting of the Institute of Mathematical Statistics at Washington, D. C., May 6, 1944.
the expected value varying from observation to observation but the variance remaining the same. In the present paper we shall consider the simultaneous distribution of the sums of squares and cross-products of deviations of observations from normal multivariate distributions, the expected values of which are not identical from observation to observation while the population variances and covariances are constant. Such a distribution could be considered as a generalization of the Wishart distribution to the non-central case, as well as a generalization of the \( \chi^2 \) distribution to several variates. We shall discuss the general problem of finding the distribution in question and shall derive this distribution for two particular cases. We shall start out with the problem in its most general form and as a result of linear transformations express the distribution as a certain multiple integral.

We can represent the expected values of the observations as points in a space of dimension equal to the number of variates. If these points lie on a line, the non-central Wishart distribution is essentially the
Wishart distribution multiplied by a Bessel function; if the points lie in a plane, it is a Wishart distribution multiplied by an infinite series of Bessel functions. In general the non-central Wishart distribution is a Wishart distribution multiplied by a function of the variables which can be expressed as a multiple integral.

Knowledge of the non-central Wishart distribution permits finding certain other non-central distributions. In particular we shall consider the non-central cases of the generalized variance, the criterion for testing linear hypotheses, and the roots of certain determinantal equations.

Wilks [2] suggested the determinant of the sample variances and covariances as a measure of the scattering of observed points in the variate space and named this quantity the "generalized variance". He gave the moments of this quantity for any number of variates and any number of observations under the assumption that the expected value of each variate was constant from observation to observation. For certain specific pairs
of such numbers the distributions were obtained. In the present paper we give the moments for the cases of the expected values of the variates lying on a line or on a plane.

The likelihood ratio criterion for testing whether a set of multivariate samples comes from populations with the same means (assuming the variance-covariance matrices identical) has been derived by Wilks [2] and the moments are given under the null hypothesis. Hsu [3] has shown that a large class of linear hypotheses concerning the means in a set of multivariate populations can be expressed in the same terms as the above problem; hence the criterion and its moments are the same. We derive in this paper the moments of this criterion for the case of the expected values in the populations lying on a line or on a plane. This information is relevant to the power function of the criterion of the general linear hypothesis when the alternatives are means on a line or on a plane. Hsu [4] has given the asymptotic distribution of the criterion.
The obvious generalization of this test is a test of whether the population means do lie on a line or on a hyperplane of certain dimensionality. Fisher [5] on intuitive grounds has suggested a test. We obtain the likelihood ratio criterion for the hypothesis and the maximum likelihood estimates of the line (or hyperplane). In addition criteria are derived for several similar types of hypotheses with various alternative hypotheses.

The criteria are functions of the roots of certain determinantal equations involving variates distributed according to the non-central Wishart distribution. The distribution of the roots has been given in the case of the central Wishart distribution by Fisher [6] and Hsu [7] and in the linear non-central case by Roy [8]. Hsu [9] has also given the limiting distribution in the general non-central case. In the present paper we demonstrate the linear case by a different method (analytic instead of geometric) and indicate the exact distribution in the planar case.
II. SIMPLIFICATION OF THE PROBLEM OF THE NON-CENTRAL WISHART DISTRIBUTION

In this section we will state the problem of the non-central Wishart distribution and then simplify it. Consider a set of $N$ multivariate normal populations each of $p$ variates. Let the $i$-th ($i=1,2,...,p$) variate of the $\alpha$-th ($\alpha=1,2,...,N$) population be $X_{i\alpha}$, the mean of this variate be

$$E(X_{i\alpha}) = \mu_{i\alpha} \quad (i=1,2,...,p; \alpha=1,2,...,N) \quad (1)$$

and let the variance-covariance matrix (of rank $p$) of each distribution be

$$\| E [ (X_{i\alpha} - \mu_{i\alpha})(X_{j\alpha} - \mu_{j\alpha}) ] \| = \| \Sigma_{ij} \|$$

for all $\alpha$. Now consider a sample of observations $\{X_{1\alpha}\}$ one from each population.* The probability element of

* Unless the meaning is ambiguous, we shall not distinguish in notation between the stochastic variate and the observation.
the $x_{i\alpha}$ can be written as

$$\left(\frac{1}{2 \sigma} \frac{\sum_{i=1}^{N} \sigma_{i} \omega \left(x_{i\alpha} - M_{i\alpha}\right) \left(x_{j\alpha} - M_{j\alpha}\right)}{\prod_{i=1}^{p} d x_{i\alpha}} \right)$$

where

We wish to find the joint distribution of the quantities

$$a_{ij} = \sum_{\alpha=1}^{N} \left(x_{i\alpha} - \bar{x}_{i}\right) \left(x_{j\alpha} - \bar{x}_{j}\right)$$

where

$$\bar{x}_{i} = \frac{1}{N} \sum_{\alpha=1}^{N} x_{i\alpha}$$

The sample variances and covariances are multiples (by $\frac{1}{N-1}$) of the $a_{ij}$.

The $a_{ij}$ may be considered as sums of squares and cross-products, for there exists a linear transformation*,

$$x'_{i\alpha} = \sum_{\beta=1}^{N} \Theta_{\alpha\beta} x_{i\beta} \quad (i = 1, 2, \ldots, p)$$

* See, for example, [10].
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where the matrix \( \theta_{\alpha \beta} \) is orthogonal (and \( \theta_{N1} = \theta_{N2} = \ldots = \theta_{NN} = \frac{1}{\sqrt{N}} \)), such that

\[
a_{ij} = \sum_{\alpha=1}^{\infty} \chi_{i \alpha} \chi_{j \alpha},
\]

where \( n = N-1 \) and

\[
N \bar{\chi}_i \bar{\chi}_j = \chi_{iN} \chi_{jN}.
\]

For a given \( \alpha \) the \( x'_{1 \alpha} \) have a multivariate normal distribution with the same variances and covariances as the \( x' \)'s (because of the orthogonality) and with expected values

\[
E(\chi_{i \alpha}) = \sum_{\beta=1}^{N} \Theta_{\alpha \beta} \mu_{i \beta} = \mu_{i \alpha}, \text{ say } (\alpha \neq N),
\]

Let

\[
\tau_{ij} = \sum_{\alpha=1}^{\infty} \mu_{i \alpha} \mu_{j \alpha}.
\]

Then it is clear that the \( \tau_{1j} \) are the same functions
of the \( \mu \)'s that the \( a_{ij} \) are of the \( x \)'s, namely,

\[
(1) \quad \tau_{ij} = \sum_{\alpha=1}^{N} (\mu_{i\alpha} - \overline{\mu_i})(\mu_{j\alpha} - \overline{\mu_j}),
\]

where

\[
\overline{\mu_i} = \frac{1}{N} \sum_{\alpha=1}^{N} \mu_{i\alpha}.
\]

Now consider the two \( p \) by \( p \) matrices

\[
\Sigma = \| \sigma_{ij} \|
\]

(henceforth called the "sigma matrix"),

and

\[
\tau = \| \tau_{ij} \|
\]

(called the "sigma matrix of means").

Let \( \kappa_1^2, \kappa_2^2, \ldots, \kappa_p^2 \) be the real, non-negative roots of the determinantal equation
(5) \[ |T - \lambda \Sigma| = 0. \]

There exists a non-singular $p$ by $p$ matrix

(6) \[ \Xi = \| \psi_{ij} \|, \]

such that*

(7) \[ \Xi \Sigma \Xi' = I \]

and

(8) \[ \Xi T \Xi' = \begin{bmatrix} \kappa_1^2 & 0 & \cdots & 0 \\ 0 & \kappa_2^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \kappa_p^2 \end{bmatrix}. \]

*See, for example, [11].
where \( I \) is the identity matrix and \( \mathbf{Y}' \) is the transpose of \( \mathbf{Y} \). Suppose the rank of \( T \) is \( t \); then \( t \) of the roots of (5) are non-zero and \( p-t \) are zero. For the sake of convenience we shall choose \( \kappa_1^2, \kappa_2^2, \ldots, \kappa_t^2 \) to be non-zero roots. If \( T \) is of rank \( t \), then the means \( \mu \mathbf{1} \mathbf{\alpha} \) lie in a \( t \) dimensional sub-space of the original \( p \) dimensional space. Let us make the transformation

\[
(9) \quad y_{i \mathbf{\alpha}} = \sum_{j=1}^{p} \psi_{ij} \mathbf{Y}^j_{\mathbf{\alpha}},
\]

The \( y_{i \mathbf{\alpha}} \) are normally and, because of relationship (7), independently distributed with unit variances. The mean value of \( y_{i \mathbf{\alpha}} \) is

\[
E(y_{i \mathbf{\alpha}}) = \sum_{j=1}^{p} \psi_{ij} \mu_{j \mathbf{\alpha}} = \nu_{i \mathbf{\alpha}},
\]

say. As a result of (8)

\[
(10) \quad \sum_{i=1}^{n} \nu_{i \mathbf{\alpha}}^2 = \kappa_i^2 \quad (i=1, 2, \ldots, p),
\]
\[ \sum_{\alpha=1}^{n} v_{i\alpha} v_{j\alpha} = 0 \quad (i \neq j). \]

In fact, \( v_{i\alpha} \) is zero for \( i = t+1, \ldots, p \). Let the new sums of squares and cross-products be

\[ b_{ij} = \sum_{\alpha=1}^{n} j_{i\alpha} j_{j\alpha}. \]

We shall first find the joint distribution of the \( b_{ij} \) and then obtain the distribution of the \( a_{ij} \) by using the fact that the \( b_{ij} \) can be considered simply as a linear transformation of the \( a_{ij} \) in a \( p(p+1)/2 \) dimensional space. For we can write \( b_{ij} \) as

\[ b_{ij} = \sum_{\alpha=1}^{n} \sum_{h, h' = 1}^{k} \psi_{ih} \psi_{j'h'} x_{ha} x_{h'a}. \]

\[ = \sum_{h, h' = 1}^{k} \psi_{ih} \psi_{j'h'} a_{hh'}. \]
The transformation (9) is performed on all variates of each observation. The next transformation, which is the one that results in the standard form of the problem, is performed on all observations of each variate. We wish to construct the $n$ by $n$ matrix of this transformation

$$\mathbf{\Phi} = \| \phi_{\alpha \rho} \|$$

in the following manner: Let

\begin{equation}
\phi_{\eta \alpha} = \frac{\eta_{\alpha}}{\xi_{\eta}} \quad (\alpha = 1, 2, \ldots, n; \eta = 1, 2, \ldots, t).
\end{equation}

In view of (10) and (11)

$$\sum_{\alpha=1}^{n} \phi_{\xi \alpha} \phi_{\eta \alpha} = \delta_{\xi \eta} \quad (\xi, \eta = 1, 2, \ldots, t),$$

where $\delta_{\xi \eta}$ is the Kronecker delta. The remaining elements in $\mathbf{\Phi}$ are chosen in any way that makes $\mathbf{\Phi}$ orthogonal.

Now make the transformation
\[ y_{i\alpha} = \sum_{\beta=1}^{n} \phi_{\alpha \beta} z_{i\beta} \quad (i=1,2,\ldots,p; \alpha=1,2,\ldots,n). \]

Because \( \mathbf{I} \) is orthogonal,

\[ b_{ij} = \sum_{\alpha=1}^{n} y_{i\alpha} y_{j\alpha}, \tag{15} \]

and the \( y \)'s are independently normally distributed. The expected value of \( y_{1\alpha} \) is

\[ E(y_{i\alpha}) = \sum_{\beta=1}^{n} \phi_{\alpha \beta} \nu_{i\beta}. \]

For \( i=t+1,\ldots,p \) this is zero because \( \nu_{1\beta} \) is zero for such values of \( i \). For \( i \leq t \), we have by

\[ E(y_{i\alpha}) = \kappa_{i} \sum_{\beta=1}^{n} t_{\alpha \beta} t_{i\beta} \quad (i=1,2,\ldots,t) \]

\[ = \kappa_{i} \delta_{\alpha i}, \]

by the orthogonality of \( \mathbf{I} \). In other words, the expected value of each \( y_{1\alpha} \) is zero except for \( t \) of the
variates, namely,

\[ E(y_{\eta}) = \kappa_{\eta} \quad (\eta = 1, 2, \ldots, t). \]

Now the problem can be stated in this form: Find the distribution of \( b_{i,j} \) (given by (15)) when the probability density function of the \( y \)'s (in the standard form) is

\[
\frac{1}{(2\pi)^{p/2}} \frac{\sum_{i=1}^{p} \sum_{\alpha=1}^{n} (y_{i\alpha} - \kappa_{i\alpha} \cdot s_{i\alpha})^2}{\sum_{i=1}^{p} \sum_{\alpha=1}^{n}}
\]

where \( \kappa_{1}, \kappa_{2}, \ldots, \kappa_{t} \) are different from zero and the other \( \kappa \)'s are zero.

The solution of our problem is a multiple integral of \( t \cdot p \) variables. Let

\[ b'_{i,j} = \sum_{\alpha=t+1}^{n} y_{i\alpha} y_{j\alpha}. \]

Since the \( b'_{i,j} \) have the Wishart distribution with \( n-t \) degrees of freedom (we assume \( n > t+p \)) we can write the joint probability density function of the \( b'_{i,j} \) and \( y_i \)
\[(i=1,2,...,p; \eta=1,2,...,t) \text{ as} \]

\[
\frac{1}{b'_{ij}} \left[ e^{-\frac{1}{2} \sum_{i=1}^{p} b''_{j} \cdot c''_{j}} \right] \cdot e^{-\frac{1}{2} \sum_{i=1}^{p} \sum_{j=1}^{t} (y_{i} \eta - c_{i} \eta)^{2}} \cdot \frac{1}{\sqrt{2\pi}^p \prod_{i=1}^{p} \Gamma \left( \frac{n-t+1-c'}{2} \right)}
\]

Considering the equations

\[b_{ij} = b'_{ij} + \sum_{\eta=1}^{t} y_{i} \eta \cdot y_{j} \eta\]

as a transformation of the \(b'_{ij}\), we immediately obtain the joint probability element of the \(b'\)'s and the \(y_{i} \eta\) \((i=1,2,...,p; \eta=1,2,...,t) \text{ as} \)

\[
\frac{\frac{-1}{2} \sum_{\eta=1}^{t} c'_{\eta}^2}{2 \frac{\frac{P}{2}}{\prod_{i=1}^{p} \prod_{\eta=1}^{t} \prod_{\eta=1}^{t} \prod_{i=1}^{p} \Gamma \left( \frac{n-t+1-c'}{2} \right)}} \cdot \frac{b_{ij} - \sum_{\eta=1}^{t} c'_{\eta} \cdot c_{ij} \eta \eta}{\frac{P}{2} \prod_{i=1}^{p} \prod_{\eta=1}^{t} \prod_{\eta=1}^{t} \prod_{i=1}^{p} \Gamma \left( \frac{n-t+1-c'}{2} \right)}
\]
To find the distribution of the $b_{ij}$ we must integrate out the $y_i \eta$, where the range of integration is such that the matrix

$$
\| b_{ij} - \sum_{\eta=1}^{t} y_i \eta y_j \eta \|
$$

is positive semi-definite. For $t = 1$ or $2$, we can integrate (17) and express the results in a convenient form. However, for higher values of $t$ the integration affords considerable difficulty and has not been done for the general case. However, in §7 we give an integral representation of the general non-central Wishart distribution which shows more clearly the form of the function.

In terms of geometry the case $t = 1$ is the case in which the expected values of the observations lie on a line in the $p$ dimensional space. In the case of $t = 2$, similarly the expected values lie in a plane in this space. Hence, we shall call these two cases the linear and planar cases, respectively. Indeed, $t$ will be called the rank of the distribution.
The $\kappa$'s can be given a geometric interpretation. Suppose the matrix $\Sigma$ is the identity; that is, the original distributions are spherical. If $t = 1$, $\kappa_1^2$ is then simply the sum of squared deviations of the means (of the populations) along the line. If $t = 2$, $\kappa_1^2$ is the sum of squared deviations along one line in the plane, and $\kappa_2^2$ is the sum in the orthogonal direction where these two directions are chosen so that the sum of cross-products vanishes. For general $t$, the $\kappa^2$'s are multiples by $(N-1)$ of the variances in certain orthogonal directions. If the matrix $\Sigma$ is not the identity, the above remarks hold true in the metric induced by $\Sigma$ in the $p$-space.

III. THE LINEAR CASE OF THE NON-CENTRAL WISHART DISTRIBUTION

In the linear case there is one root of the equation (5) which is not equal to zero, that is, there is simply one $\kappa$ in the distribution (17) and one set of $y$'s, namely $y_{11}$ ($i=1,2,\ldots,p$). The problem is to integrate the $y_{11}$ over the range for which the matrix
\[ \| b_{i,j} - \gamma_i \gamma_j \| \]

is positive semi-definite; the integrand we are interested in is

\[ (18) \quad \| b_{i,j} - \gamma_i \gamma_j \| \frac{\eta - p - 2}{2} a^+ \kappa \gamma_i \frac{p}{\Pi_{i=1}^{p}} d \gamma_i, \]

where the subscript "i" has been dropped from the \( \kappa \) and \( \gamma_i \) and the part of (14) not involving the y's has been neglected. The determinant in expression (18) can be expressed as*

\[ \| b_{i,j} - \gamma_i \gamma_j \| = \| b_{i,j} \| (1 - \sum_{i,j=1}^{p} b^{i,j} \gamma_i \gamma_j), \]

where

\[ \| b^{i,j} \| = \| b_{i,j} \|^{-1}. \]

* For example, see [12], p. 237.
The inverse exists with probability one because the probability is zero that $\|b_{1j}\|$ is singular. There is a linear transformation

$$
\gamma_c = \sum_{j=1}^{p} q_{ij} u_j,
$$

such that

$$
\sum_{i,j=1}^{p} b_{ij} \gamma_c \gamma_j = \sum_{j=1}^{p} u_j^2
$$

and

$$
\kappa \gamma_i = \lambda u_i,
$$

where $\lambda^2$ is the one non-zero root of the equation

$$
(19) \quad |\kappa^2 F_{11} - \lambda \beta^{-1}| = 0,
$$
where $B^{-1} = \{ |b_{ij}| \}$ and $E_{11}$ is the matrix with unity in the upper left hand corner and zeros elsewhere. This fact is a result of the well-known theorem concerning diagonalization of pairs of quadratic forms.* The Jacobian of this transformation is

$$|q_{ij}| = |b_{ij}|^{\frac{1}{2}},$$

and the range of integration is $\sum_{i=1}^{p} u_i^2 \leq 1$. The integrand is transformed into

$$|b_{ij}|^{\frac{n-p-1}{2}} (1 - \frac{p}{2} \sum_{i=1}^{p} u_i^2) e^{\sum_{i=1}^{p} u_i} \prod_{i=1}^{p} d u_i.$$

Now let

$$u_1 = \sin \omega,$$

$$u_i = \cos \omega \nu_{i-1}, \quad (i = 2, 3, \ldots, p).$$

* The transformation is the so-called "regression transformation". See [13].
The Jacobian of this transformation is $\cos^{p} w$ and
\[
1 - \sum_{i=1}^{p} u_i^2 = \cos^2 w \left(1 - \sum_{i=1}^{p-1} v_i^2 \right).
\]

The integration is over the ranges of $-\pi/2 \leq w \leq \pi/2$ and $\sum_{i=1}^{p-1} v_i^2 \leq 1$. We integrate the following expression
\[
\left| b_{ij} \right|^2 \left[ \left(1 - \sum_{i=1}^{p-1} v_i^2 \right)^{-\frac{p-2}{2}} \prod_{i=1}^{p-1} d v_i \right] \left\{ \cos^{n-2} w e^{i \sin w} d w \right\}.
\]

The integral of the quantity within the brackets is simply a Dirichlet integral [14] and its value is
\[
\frac{\Gamma \left( \frac{n-p}{2} \right) \pi^{\frac{p-1}{2}}}{\Gamma \left( \frac{n-1}{2} \right)}.
\]

The integral of the expression within the braces is a multiple of a Bessel function of purely imaginary argument.
[15, p. 79]; that is,

\[
\frac{\Gamma \left( \frac{n-1}{2} \right) \sqrt{\pi}}{(1/2)^{\frac{n-2}{2}}} \quad \Gamma \left( \frac{n-2}{2} \right) \left( \frac{\pi}{2} \right)^{-\frac{n-2}{2}} \quad \Gamma \left( \frac{n-2}{2} \right) (1).
\]

Hence, the integral of (18) is

\[
\int b_{ij} \left\{ \frac{\pi}{2} \right\} \left( \frac{\pi}{2} \right)^{-\frac{n-2}{2}} \quad \Gamma \left( \frac{n-2}{2} \right) (1).
\]

(20) 

Multiplying equation (19) by the matrix \( \|b_{ij}\| \) one can easily show that the non-zero root, \( \gamma \), is simply \( \kappa \gamma b_{11} \).

The probability element of the \( b_{ij} \) in the linear case then is

\[
\frac{e^{-\frac{1}{2}K^2} \left| b_{ij} \right| \kappa^2}{2^{\frac{p n}{2} - \frac{n-3}{2}}} \quad \frac{e^{-\frac{1}{2} \sum_{i=1}^{p} b_{ij}}}{(\pi)^{\frac{p-1}{2}}} \quad \frac{\Gamma \left( \frac{n-2}{2} \right)}{\Gamma \left( \frac{n-i}{2} \right)} \quad \Gamma \left( \frac{n-i}{2} \right) (1).
\]

(21)
In § 5 we shall give the distribution in terms of the original variables, namely, the \( a_{ij} \).

IV. THE PLANAR CASE OF THE NON-CENTRAL WISHART DISTRIBUTION

The case of two non-zero roots of equation (5) can be handled by continuing the process of integration of § 3 another step. The essential problem is the integration of

\[
(22) \quad \log \left| b_{ij} - \sum_{\eta=1}^{2} y_{i\eta} y_{j\eta} \right|^2 e^{\left( \kappa_1 y_{11} + \kappa_2 y_{22} \right)} \prod_{i=1}^{p} \prod_{\eta=1}^{2} y_{i\eta}
\]

over the range of \( y \)'s for which the matrix

\[
\| b_{ij} - \sum_{\eta=1}^{2} y_{i\eta} y_{j\eta} \|
\]

is positive semi-definite. The integration is done in two stages, first with respect to the \( y_{11} \), then with
respect to the $y_{21}$. Let

$$\tilde{b}_{ij} = b_{ij} - y_{2i} y_{2j},$$
$$\tilde{\eta} = n - 1,$$
$$\tilde{\kappa} = \kappa_1,$$
$$\tilde{\gamma}_i = \gamma_{i1}.$$ 

Omitting for the time being

$$e^{\tilde{\kappa}_2 \gamma_{22}} \prod_{i=1}^p d\gamma_{i2},$$

(23)

we can write the first stage of the integration of (22) as

$$\int |\tilde{b}_{ij} - \tilde{\gamma}_c \tilde{\gamma}_j|^\frac{\tilde{\eta} - p - 2}{2} e^{\tilde{\kappa} \tilde{\gamma}_1} \prod_{i=1}^p d\tilde{\gamma}_i,$$

(24)
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over the range $||\mathbf{b}_{1j} - \mathbf{\tilde{y}}_{1j}\mathbf{y}_j||$ positive semi-definite. However, the only difference between this and the integration of (18), is that we are now writing all variables with "$\sim$" signs. Hence, the integral of (24) is (20) will all variables written with "$\sim$" signs. Changing back again to our other variables of § 4 and inserting again (25), we can write the first stage of the integration of (22) as

\[
\left( \frac{n - p - 1}{2} \right) \frac{k_2}{k_1} \sqrt{b_{lj} - \gamma_{12} \gamma_{2j}} e^{k_2 \gamma_{12}}
\]

\[
\left[ \frac{k_1^2 (b_{lj} - \gamma_{12}^2)}{4} \right]^{-\frac{n - 3}{4}} I_{n - 3} \left( \frac{\sqrt{k_1^2 b_{lj} - k_1^2 \gamma_{12}^2}}{\frac{p}{1}} \right) \prod_{i=1}^p d \gamma_{12}.
\]

Now we must integrate (25) with respect to the $\gamma_{12}$ over the range $||\mathbf{b}_{1j} - \mathbf{y}_{12} \mathbf{y}_2||$ positive semi-definite. The
determinant in (25) can be written as
\[ |b_{ij}| (1 - \sum_{i,j=1}^{p} b_{ij} \gamma_{i2} \gamma_{j2}). \]

There is a transformation*
\[ \gamma_{i2} = \sum_{j=1}^{p} \gamma_{ij} \xi_{j}, \]

(26)

such that
\[ \sum_{i,j=1}^{p} b_{ij} \gamma_{i2} \gamma_{j2} = \sum_{j=1}^{p} s_{j}^{2}, \]

(27)
\[ \kappa_{i}^{2} \gamma_{i2}^{2} = f_{i}^{2} s_{i}^{2}, \]
\[ \kappa_{2} \gamma_{22} = d_{1} s_{1} + d_{2} s_{2}, \]

* Again the "regression transformation" [13] is used.
where \( f^2 \) is the one non-zero root of the equation

\[
(28) \quad | \kappa_1^2 E_{11} - \lambda B^{-1} | = 0,
\]

where \( B^{-1} \) and \( E_{11} \) are used as in equation (19). Since this equation is similar to (17) we know that \( f^2 = \kappa_1^2 b_{11} \). The values of \( d_1 \) and \( d_2 \) will be considered later. This result is deduced from an extension of the theorem concerning the diagonalization of pairs of quadratic forms which can be demonstrated as follows.

The theorem on diagonalization of quadratic forms states that there is a transformation

\[
\gamma_{i2} = \sum_{j=1}^{p} h_{ij} t_j,
\]

such that

\[
\sum_{i,j=1}^{p} b_{ij} \gamma_{i2} \gamma_{j2} = \sum_{j=1}^{p} t_j^2,
\]

\[
\kappa_1^2 \gamma_{i2}^2 = f^2 t_1^2,
\]
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where $f^2$ is the non-zero root of (28). Then we have

$$\kappa_2 \gamma_{22} = \kappa_2 \sum_{j=1}^{p} h_{2j} t_j.$$ 

By the same theorem we have a transformation of the last $(p-1)$ variates

$$t_j = \sum_{i=2}^{p} f_{ji} u_i, \quad j = 2, \ldots, p,$$

such that

$$\sum_{j=2}^{p} t_j^2 = \sum_{i=2}^{p} u_i^2$$

and

$$\kappa_2 \sum_{j=2}^{p} h_{2j} t_j = c u_2.$$

Hence, the transformation (26) can be written as

$$\gamma_i = h_{i1} t_1 + \sum_{j, k=2}^{p} h_{ij} f_{jk} u_k.$$ 
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where \( t_1 = s_1 \) and \( u_k = s_k \ (k=2,3,\ldots,p) \). Then \( d_1 = k_2 h_{21} \) and \( d_2 = c \). The Jacobian of the transformation (26) is

\[
| g_{ij} | = | b_{ij} | \frac{1}{2}
\]

and the range of integration is \( \sum_{i=1}^{p} s_i^2 \leq 1 \). The integrand (25) is now changed to

\[
\Gamma \left( \frac{n-p-1}{2} \right) \pi^{\frac{p}{2}} | b_{ij} | \frac{n-p-1}{2} \left( 1 - \sum_{i=1}^{p} s_i^2 \right)^{\frac{n-p-2}{2}} \sum_{i=1}^{p} d_i s_i + d_2 s_2 \\
\times \left[ \frac{f^2 (1-s_i^2)}{4} \right]^{\frac{n-3}{4}} \int_{s=1}^{n-3} \left( \sqrt{f^2 (1-s_i^2)} \right) \prod_{i=1}^{p} d s_i.
\]

Next the following transformation is made:

\[
s_1 = \sin w_1 \\
s_2 = \cos w_1 \sin w_2 \\
s_i = \cos w_1 \cos w_2 \quad v_{i-2} \ (i=3,4,\ldots,p),
\]
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The Jacobian is $\cos^p w_1 \cos^{p-1} w_2$, and

$$1 - \sum_{i=1}^{p} s_i^2 = \cos^2 w_1 \cos^2 w_2 \left( 1 - \sum_{i=1}^{p-2} v_i^2 \right).$$

We now integrate

$$\Gamma\left(\frac{n-p-1}{2}\right) \pi^{-\frac{p}{2}} |b_{ij}|^{\frac{n-p-1}{2}} \left[ (1 - \sum_{i=1}^{p-2} v_i^2) \frac{n-p-2}{2} \frac{1}{p-2} \int d v_i \right]$$

\[ \cdot \left\{ \cos^{n-2} w_1 \cos^{n-3} w_2 \cos w_1 sin w_1 + d_2 cos w_1 sin w_2 \right. \]

\[ \cdot \left( \frac{f}{2} \cos w_1 \right)^{-\frac{n-3}{2}} \int_{\frac{n-3}{2}} \left( f \cos w_1 \right) dw_1 dw_2 \right\}. \]

The integral of the expression within the brackets is another Dirichlet integral; its value is

$$\Gamma\left(\frac{n-p}{2}\right) \pi^{-\frac{p-2}{2}} \frac{\Gamma\left(\frac{n-p-2}{2}\right)}{\Gamma\left(\frac{n-2}{2}\right)}.$$
Similar to § 3 the integration of the quantity within the braces with respect to \( w_2 \) is

\[(30)\]

The only function of \( w_1 \) in (30) that is not even is \( \sin w_1 \). Hence, the integral of (30) over half the range of \( w_1 \), namely, is the same as the integral of (30) over if is replaced by . Therefore, the integral of (30) can be transformed into an integration over the range by replacing by
Since [15, p. 54],

\[ \sqrt{2\pi x} \ I_{-\frac{1}{2}}(x) = \sinh x, \]

where \( I_v(x) \) is the Bessel function of purely imaginary argument, we can write the integral of the above equation as

\[ \Gamma \left( \frac{n-2}{2} \right) \sqrt{\pi} \left( \frac{d_1}{2} \right)^{-\frac{n-3}{2}} \left( \frac{f}{2} \right)^{-\frac{n-3}{2}} \sqrt{d_1} \ \sqrt{2\pi} \]

\[ \int_0^{\pi/2} I_{-\frac{1}{2}}(d_1 \sin w_1) I_{\frac{n-3}{2}}(d_2 \cos w_1) I_{\frac{n-3}{2}}(f \cos w_1) \sin^{\frac{1}{2}} w_1 \cos w_1 \ d\omega_1. \]

By using a Sonine finite integral for Bessel functions [15, p. 377] we can write this integral as

\[ (31) \ \sqrt{\pi} \ 2^{-\frac{n-2}{2}} \int_0^{\pi} \frac{I_{\frac{n-3}{2}} \left( \sqrt{d_1^2 + d_2^2 + f^2 - 2d_2 f \cos u} \right)}{(d_1^2 + d_2^2 + f^2 - 2d_2 f \cos u)^{\frac{n-2}{4}}} \sin^{\frac{n-3}{4}} u \ du. \]
Letting \(d_1^2 + d_2^2 + f^2 = x\) and \(d_2 f = y\) and using an expansion formula for Bessel functions \([15, p.140]\) we can write \((31)\) as

\[
\sqrt{\pi} 2^{\frac{n-2}{2}} \sum_{\gamma=0}^{\infty} \frac{(y^2)^\gamma \cos \gamma u}{2^{2\gamma} \gamma! \Gamma(\frac{n-1}{2} + \gamma)} x^{-\frac{1}{2}(\frac{n-2}{2} + \gamma)} \int_{\frac{n-2}{2} + \gamma}^{\infty} e^{-t} dt \sin^{n-3} u \, du.
\]

Since the integral of \(\cos \gamma u \sin^{n-3} u\) where \(\gamma\) is odd is zero, the result of the integration (using the duplication formula" for \(\Gamma\) functions and letting \(\gamma = 2\omega\)) is

\[
\Gamma(\frac{n-2}{2}) \sqrt{\pi} 2^{\frac{n-2}{2}} \sum_{\omega=0}^{\infty} \frac{(y^2)\omega \chi^{-\frac{1}{2}(\frac{n-2}{2} + 2\omega)}}{2^{2\omega} \omega! \Gamma(\frac{n-1}{2} + \omega)} \int_{\frac{n-2}{2} + 2\omega}^{\infty} e^{-t} dt.
\]

From the relationship \((27)\) it is clear that the equation

\[
(32) \quad | \kappa_i^2 \delta_{ij} - \lambda b^{ij} | = 0 \quad (\kappa_i^2 = 0 \text{ for } i=3,4,\ldots,p)
\]
is transformed by (26) into

\[
\begin{vmatrix}
\xi^2 + d_1^2 - \lambda & d_1 d_2 & 0 & \cdots & 0 \\
d_1 d_2 & d_2^2 - \lambda & 0 & \cdots & 0 \\
0 & 0 & -\lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -\lambda
\end{vmatrix} = 0.
\]

Equation (32) is also equivalent to

\[
\begin{vmatrix}
\kappa_i \kappa_j \ b_{ij} - \lambda \ \delta_{ij}
\end{vmatrix} = 0.
\]

Hence, \( x \) and \( y^2 \), which are the sum and product, respectively, of the non-zero roots of the two equivalent equations (33) and (34), are given by

\[
\begin{align*}
\chi^2 &= \xi^2 + d_1^2 + d_2^2 = \kappa_1^2 b_{11} + \kappa_2^2 b_{22}, \\
y^2 &= \xi^2 - d_2^2 = \kappa_1^2 \kappa_2^2 (b_{11} b_{22} - b_{12}^2).
\end{align*}
\]
In view of this result we can now write the integration of (29) as

\[ \Gamma \left( \frac{n-p-1}{2} \right) \Gamma \left( \frac{n}{2} \right) \prod_{i=1}^{p} 2^\frac{n}{2} | b_{i,j} |^\frac{n-p-1}{2} \]

\[ \sum_{\omega=0}^{\infty} \frac{[k_1^2 k_2^2 (b_{11} b_{22} - b_{12}^2)]^\omega \omega! \Gamma \left( \frac{n-1}{2} + \omega \right)}{2^{2\omega} \left( k_1^2 b_{11} + k_2^2 b_{22} \right)^{-\frac{1}{2} \left( \frac{n}{2} + 2\omega \right)}} \]

\[ \int \frac{n-2}{2} + \omega \sqrt{k_1^2 b_{11} + k_2^2 b_{22}}. \]

Finally, by multiplying in what was left out of (22) we obtain the integral of (17), which is the solution to the problem as stated in the standard form:
\[
\begin{align*}
& \left. e^{-\frac{1}{2}(\kappa_1^2 + \kappa_2^2)} \prod_{i=1}^{\frac{p}{2}} b_{i;} \right| e^{-\frac{1}{2} \sum_{i=1}^{p} b_{i;}} \\
& \frac{2^{\frac{n-1}{2}} \pi^{\frac{n-2}{2}} \Gamma \left( \frac{n-1}{2} \right) \Gamma \left( \frac{n-2}{2} \right)}{\Gamma \left( \frac{n-1}{2} \right)} \\
& \sum_{\omega=0}^{\infty} \left[ \kappa_1^2 \kappa_2^2 (b_{11} b_{22} - b_{12})^2 \omega \prod_{i=1}^{\frac{p}{2}} \left( \kappa_i^2 b_{11} + \kappa_i^2 b_{22} \right)^{-\frac{1}{2} \left( \frac{n-2}{2} + 2 \omega \right)} \right] \\
& \left. I_{\frac{n-2}{2} + 2} \omega \left( \sqrt{\kappa_1^2 b_{11} + \kappa_2^2 b_{22}} \right) \right.
\end{align*}
\]

V. THE GENERAL FORM OF THE LINEAR AND PLANAR CASES

To answer the problem as stated originally it is necessary to make the transformation (13) and obtain the distribution in terms of the \( a_{ij} \) for the linear and planar cases.

It is clear that equation (32) is equivalent to

\[(36) \quad \left| T - \lambda A^{-1} \right| = 0,\]

where \( A^{-1} = \left| a_{ij} \right|^{-1} \), for \( T \) is the transform (by (6)) of \( \left| \kappa_i^2 \delta_{ij} \right| \) and \( A^{-1} \) is the transform of \( \left| b_{ij} \right| \). The sum and product of the non-zero roots, which are the arguments of the infinite series in (31), remain unchanged.
Since the quantity \( \sum_{i=1}^{p} \kappa_i^2 \) is the sum of the roots of (5) it can be expressed as
\[
\sum_{i=1}^{p} \kappa_i^2 = \sum_{i,j=1}^{p} \sum_{\alpha=1}^{N} \sigma_{\alpha ij} (\mu_{i \alpha} - \overline{\mu}_i)(\mu_{j \alpha} - \overline{\mu}_j)
\]
where \( ||a_{ij}|| = || \sigma_{ij} ||^{-1} \) since (5) is equivalent to
\[
| \Sigma \mathbf{T} - \lambda \mathbf{I} | = 0
\]
and
\[
tr (\Sigma \mathbf{T}) = tr (\Sigma ||\mu_{i \alpha} - \overline{\mu}_i|| \cdot ||\mu_{j \alpha} - \overline{\mu}_j||) = tr (||\mu_{i \alpha} - \overline{\mu}_i|| \Sigma ||\mu_{j \alpha} - \overline{\mu}_j||).
\]
Furthermore, we have
\[
|b_{ij}| = |\Sigma| \cdot |a_{ij}|,
\]
\[
\sum_{i=1}^{p} b_{\cdot i} = tr ||b_{\cdot i}|| = tr (|\mathbf{F}| a_{\cdot i} ||\mathbf{F}^*||) = \sum_{i,j=1}^{p} \sigma_{ij} a_{ij},
\]

Moreover, the absolute value of the Jacobian of the transformation* (12) is
\[
|J| = |\mathbf{F}|^{p+1} = |\Sigma|^{-\frac{1}{2}(p+1)}.
\]

* One method of demonstrating this fact is to apply (9) to centrally distributed variates and compare the Wishart distribution of the transformed variates with the Wishart distribution of the original variates. The transformation (9) induces a transformation (13) also in this case.
By making these substitutions into (21) and (35) we have the following theorem:

**Theorem 1.**

Given \( N \) multivariate normal populations each of \( p \) variates with identical variance-covariance matrices \( \sigma_{ij} \) and with expected values of the \( pN \) variates \( x_i \) equal to \( \mu_i \). Let \( a_{ij} \) be defined by equation (3); let the rank of the matrix \( \tau_{ij} \), defined by (4) be \( t \), and suppose \( N \geq p + t \).

(i) When \( t = 0 \), the joint probability density function of the \( a_{ij} \) is given by the Wishart distribution,

\[
W(a_{ij}, \sigma_{ij}, \tau_{ij}; p, N-1, 0) = \frac{1/2^{N/2} \prod_{i=1}^{p} \Gamma(N/2)}{\prod_{i=1}^{p} \prod_{i=1}^{p} \sigma_{ij}^2} e^{-\frac{1}{2} \sum_{i,j=1}^{p} \sigma_{ij}^2 a_{ij}}.
\]

(ii) When \( t = 1 \), the joint probability density
The function of the $a_{ij}$ is

$$W(a_{ij}, \sigma^{ij}, \tau_{ij}, p, N-1, 1)$$

$$= e^{-\frac{1}{2} \sum_{i,j=1}^{p} \sum_{\sigma=1}^{N} \sigma^{ij} (\mu_{i\sigma} - \mu_{c}) (\mu_{j\sigma} - \mu_{c}) \left| \sigma^{ij} \right| \left| a_{ij} \right| \frac{N-1}{2} \left| a_{ij} \right| \frac{N-p-2}{2}}$$

$$= \frac{p (N-1)}{2} \cdot \frac{\sqrt{p (p-1)}}{2} \cdot \prod_{i=1}^{p-1} \frac{\Gamma \left( \frac{N-1-i}{2} \right)}{\sqrt{N-1}}$$

$$e^{-\frac{1}{2} \sum_{i,j=1}^{p} \sigma^{ij} a_{ij} \left[ \sum_{\sigma=1}^{N} \sum_{\tau_{ij}=1}^{N} a_{ij} (\mu_{i\sigma} - \mu_{c}) (\mu_{j\sigma} - \mu_{c}) \right] \frac{-N-3}{2}}$$

$$\left( \sum_{i,j=1}^{p} \sum_{\sigma=1}^{N} a_{ij} (\mu_{i\sigma} - \mu_{c}) (\mu_{j\sigma} - \mu_{c}) \right)^{\frac{-N-3}{2}}.$$
(iii) When \( t = 2 \), the joint probability density function of the \( \alpha_{i,j} \) is given by

\[
W(\alpha_{i,j}, \sigma, \tau, p, N-1, 2) = e^{-\frac{1}{2} \sum_{i,j=1}^{p} \sum_{\alpha=1}^{N} \sigma^{i,j} (\mu_{i,j} - \mu_{i}) Y_{\alpha} Y_{\alpha}^{\prime} \alpha_{i,j} \sigma^{i,j} \alpha_{i,j}^{\prime} \alpha_{i,j}^{\prime} \alpha_{i,j} \sigma^{i,j} \alpha_{i,j} \sigma^{i,j}} \frac{1}{\sigma^{|2|}} \frac{1}{\sigma^{|2|}} \frac{N-3}{2} \frac{p(p-1)}{2} 
\]

\[
= 2 \left( \frac{p(N-1)}{2} - \frac{N-3}{2} \right) \prod_{i=1}^{p} \prod_{\alpha=1}^{p-2} \Gamma \left( \frac{N-2-\alpha}{2} \right)
\]

\[
\sum_{\omega=0}^{\infty} \frac{(u_{1}^{2} u_{2}^{2})^{\omega}}{2^{\omega} \omega! \Gamma \left( \frac{N-2}{2} + \omega \right)} \frac{(N-3)}{2} + 2 \omega \left( \sqrt{u_{1}^{2} + u_{2}^{2}} \right)
\]

where \( u_{1}^{2} \) and \( u_{2}^{2} \) are the two non-zero roots of (36).
VI. THE CHARACTERISTIC FUNCTION OF THE NON-CENTRAL WISHART DISTRIBUTION

We shall find the characteristic function of the $a_{ii}$ and $2a_{ij} \ (i \neq j)$ as defined in (3). We first obtain the characteristic function of the $b_{ii}$ and $2b_{ij} \ (i \neq j)$ as defined in (15) and then perform a linear transformation to obtain the characteristic function of the $a_{ij}$. The characteristic function of the $b_{ii}$ and $2b_{ij} \ (i \neq j)$ is defined as

$$E \left( e^{i \sum_{ij=1}^{p} b_{ij} \Theta_{ij}} \right),$$

(41)

where

$$\Theta_{ij} = \Theta_{ji},$$

and $i$ in the exponent is the imaginary quantity. Since

$$b_{ij} = \sum_{\alpha=1}^{n} \gamma_{i,\alpha} \gamma_{j,\alpha},$$
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where the $y_{1 \alpha}$ have the normal multivariate distribution specified in (16), we can write (41) as
\[
E \left( e^{i \sum_{ij=1}^{p} \sum_{\alpha=1}^{n} y_{i\alpha} y_{j\alpha} \theta_{ij}} \right)
\]
\[= \frac{1}{(2\pi)^{\frac{pn}{2}}} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{-\frac{1}{2} \sum_{i=1}^{p} \sum_{\alpha=1}^{n} (y_{i\alpha} - c_{i} \delta_{i\alpha})^2 + i \sum_{ij=1}^{p} \sum_{\alpha=1}^{n} y_{i\alpha} y_{j\alpha} \theta_{ij}} \prod_{i=1}^{p} \prod_{\alpha=1}^{n} d y_{i\alpha}.
\]

Let us first integrate the $y_{1 \alpha}$ for $i=1, 2, \ldots, p$ and $\alpha = t + 1, t + 2, \ldots, n$, that is, make the integration
\[
\frac{1}{(2\pi)^{\frac{pm-t}{2}}} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} e^{-\frac{1}{2} \sum_{i=1}^{p} \sum_{\alpha=t+1}^{n} y_{i\alpha}^2 + i \sum_{ij=1}^{p} \sum_{\alpha=t+1}^{n} y_{i\alpha} y_{j\alpha} \theta_{ij}} \prod_{i=1}^{p} \prod_{\alpha=t+1}^{n} d y_{i\alpha}.
\]

This is, however, the characteristic function of a Wishart distribution with $n-t$ degrees of freedom [16], namely,
\[
(42) \quad \left| \delta_{ij} - 2 i \theta_{ij} \right|^{-\frac{n-t}{2}}.
\]
Now we must integrate

\[ \frac{e^{-\frac{1}{2} \sum_{\eta=1}^{t} k_{\eta}^2}}{(2\pi)^{\frac{1}{2} p t}} \left( \int_{-\infty}^{+\infty} \left( \int_{-\infty}^{+\infty} e^{-\frac{1}{2} \sum_{\eta=1}^{t} \gamma_{i,\eta}^2 + i \sum_{\eta=1}^{t} \sum_{\xi_{i,j}=1}^{t} \gamma_{i,\eta} \gamma_{j,\eta} \theta_{i,j} + \sum_{\eta=1}^{t} \gamma_{i,\eta} \kappa_{\eta} } \prod_{i=1}^{p} \prod_{\eta=1}^{t} d\gamma_{i,\eta} \right) \right) \]

There is a \( p \times p \) matrix

\[ G = \| g_{ij} \| \]

such that

\[ \sum_{h,h=1}^{p} g_{hi} d_{kh} g_{kj} = \delta_{ij} \]

where

\[ d_{kh} = \delta_{kh} - 2i \theta_{kh} \].
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Let us make the transformation
\[ \gamma_{i;h} = \sum_{k=1}^{p} \theta_{i;k}^h z_h \gamma_{i} + \sum_{k=1}^{p} d_i^h \xi_h \gamma_{i;h}^k \]

where
\[ \| d_{:i}^h \| = \| d_{:i}^h \|^{-1} \]

Then the exponent of (43) within the integral sign is
\[ -\frac{1}{2} \left\{ \sum_{i=1}^{p} \sum_{\eta=1}^{t} \ell_{:i} \gamma_{i;\eta}^2 - \sum_{\eta=1}^{t} d_{:i}^h \xi_h \kappa_{\eta}^2 \right\} \]

and the Jacobian of the transformation is
\[ \left| d_{:i}^h \right|^{-\frac{1}{2}} \]

Hence, the integral of (43) is
\[ e^{-\frac{1}{2} \left( \sum_{\eta=1}^{t} \kappa_{\eta}^2 - \sum_{\eta=1}^{t} d_{:i}^h \xi_h \kappa_{\eta}^2 \right)} \]

\[ \left| \delta_{i,j} - 2 i \theta_{i;j} \right|^{\frac{1}{2} \tau} \]

(44)
where

\[ \| \mathbf{S}^{-1} \| = \| \mathbf{S}^{-1} \| - i \theta \| \mathbf{S}^{-1} \| ^{-1} \].

The characteristic function is the product of (42) and (44). Accordingly, we have the result that the characteristic function of the \( b_{ij} \) and \( 2b_{ij} (i \neq j) \) defined by (15) is

\[ e^{-\frac{1}{2} \left( \sum_{\eta=1}^{t} \kappa_{\eta}^2 - \sum_{\eta=1}^{t} \kappa_{\eta}^2 \right)} \frac{1}{\| \mathbf{S}^{-1} \| - i \theta \| \mathbf{S}^{-1} \| ^{-1}} \]

where \( \| \mathbf{S}^{-1} \| \) is defined by (45).

It is clear that if \( \kappa_{\eta} = 0 \), this function reduces to the characteristic function of the Wishart distribution.
with \( n \) degrees of freedom, namely,

\[
\left| \delta_{ij} - 2i \Theta_{ij} \right|^{-\frac{1}{2} n}.
\]

It is interesting to note that (45) factors into two parts, one of which is (46) and the other is

\[
\mathcal{E} = -\frac{1}{2} \left( \sum_{\gamma=1}^{t} \kappa_{\gamma}^{-2} - \sum_{\gamma=1}^{t} \sum_{\gamma=1}^{t} \kappa_{\gamma}^{-2} \right).
\]

The distribution function similarly factors into two parts, one of which is the Wishart distribution, whose characteristic function is (46). This is unusual, for here the non-central Wishart distribution function is the convolution of a function (central Wishart distribution) and another (the transform of (47)) the first of which is a factor of this same non-central Wishart distribution.

In the planar case the characteristic function can
be written as

\[-\frac{1}{2}(\kappa_1^2 - d^{\mu} \kappa_1^\mu) - \frac{1}{2}(\kappa_2^2 - d^{22} \kappa_2^2)\]
\[
\frac{e}{|\delta_{ij} - 2i \Theta_{ij}|^{\frac{1}{2} n_1}}, \quad \frac{e}{|\delta_{ij} - 2i \Theta_{ij}|^{\frac{1}{2} n_2}},
\]

where \(n_1 + n_2 = n\). From this fact it is clear that the distribution for the planar case (if \(n > 2p + 2\)) is a convolution of two distributions each of the linear case.

This deduction can also be made from the distribution (16). Let

\[b_{ij}^\prime = \gamma_{i1} \gamma_{j1} + \sum_{\alpha = 3}^{n_{1}} \gamma_{i\alpha} \gamma_{j\alpha},\]
\[b_{ij}^\prime = \gamma_{i2} \gamma_{j2} + \sum_{\alpha = n_{1} + 2}^{n} \gamma_{i\alpha} \gamma_{j\alpha}.\]

Then it is clear that the \(b_{ij}\) has the non-central Wishart distribution with \(n_1\) degrees of freedom and parameter \(\kappa_1^2\) in the direction of the first coordinate axis, while the
$b'_{ij}$ has the non-central Wishart distribution with $n_2$ degrees of freedom and parameter $\kappa_2^2$ in the direction of the second coordinate axis. Since

$$b_{ij} = b'_{ij} + b''_{ij},$$

the distribution of $b_{ij}$ is a convolution of the distributions of $b'_{ij}$ and $b''_{ij}$. In general the non-central distribution is the convolution of $t$ distributions of the linear case (provided $n > t_{p+d}$).

It is easy to show that if one has two (or more) non-central Wishart distributions of rank 1 with parameters in the same direction, the convolution is again a non-central Wishart distribution with parameter in the same direction. Suppose $b'_{ij}$ and $b''_{ij}$ have non-central Wishart distributions with parameter $\kappa'_1^2$ and $\kappa''_1^2$ in the direction of the first coordinate axes and $n_1$ and $n_2$ degrees of freedom. The characteristic functions are

$$e^{-\frac{1}{2}(\kappa'_1^2 - \kappa''_1^2)} \prod_{i,j} \left\| d_{ij} \right\|^{-\frac{1}{2} n_1}$$
and
\[ e^{-\frac{1}{2}(\kappa_1^2 - d''\kappa_1^2)\left|d_{ij}\right| \frac{1}{2} n_2} \]

The product is
\[ e^{-\frac{1}{2}(\kappa_1^2 - d''\kappa_1^2)\left|d_{ij}\right| \frac{1}{2} n} \]

where \( n = n_1 + n_2 \) and \( \kappa_1^2 = \kappa_{11}^2 + \kappa_{12}^2 \).

Now let us deduce the characteristic function of the \( a_{ii} \) and \( 2a_{ij} \) (\( i \neq j \)). Since by (13) the b's are transforms of the a's we can write \( a_{ij} = \sum_{h,k=1}^{p} \chi^h \psi^j k b_{hk} \).

Then
\[
(48) E\left(e^{i \sum_{i,j=1}^{p} a_{ij} \phi_{ij}}\right) = E\left(e^{i \sum_{h,k=1}^{p} \phi_{ij} \psi^h \chi^j k b_{hk}}\right)
\]

where \( \phi_{ij} = \phi_{ji}^* \). If we define

-50-
\[ (49) \quad \Theta \underset{h}{k} = \sum_{i,j=1}^{p} \phi_{ij} \psi_{i}^{h} \psi_{i}^{k} \]

then (48) can be derived by substituting (49) in (45). Let

\[ \Phi = \| \phi_{ij} \| \]

Then

\[ \| d_{i}h \| = D = \Phi^{-1} \left( \Sigma^{-1} - 2i \phi \right) \Phi^{-1} \]

and

\[ D^{-1} = \Phi \left( \Sigma^{-1} - 2i \phi \right)^{-1} \Phi' \]

The characteristic function of the a's then can be written as

\[ e^{-\frac{1}{2} \left\{ \operatorname{tr}(\Phi T\Phi') - \operatorname{tr}[\Phi (\Sigma^{-1} - 2i \phi)^{-1} \Phi' \Phi T\Phi'] \right\}} \]

\[ \frac{\left\{ \left| \Phi^{-1} \right| \left| \Sigma^{-1} - 2i \phi \right| \left| \Phi^{-1} \right| \right\}^{\frac{1}{2} n}}{-21} \]
using (7) and (8). The denominator is
\[
\left\{ \left| \mathbf{\Phi} \cdot \mathbf{\Phi} \right| \right\}^{-\frac{1}{2}} \left| \sum^{-1} - 2i \mathbf{\Phi} \right|^{\frac{1}{2}} n, 
\]
and the numerator can be written as
\[
e^{-\frac{1}{2} \left\{ \text{tr} (M^t \mathbf{\Phi} \mathbf{\Phi} M) - \text{tr} \left[ M^t \mathbf{\Phi} \mathbf{\Phi} \left( \sum^{-1} - 2i \mathbf{\Phi} \right)^{-1} \mathbf{\Phi} \mathbf{\Phi} M \right] \right\}}
\]
where
\[
M = \| \mu_i \sigma - \mu_i \| 
\]
and
\[
M^t M = T.
\]
We may summarize in the following theorem:

**Theorem 2.**

Given $a_{ij} \ (i, j = 1, 2, \ldots, p)$ defined by (5) where the $x_{i \alpha} \ (i = 1, 2, \ldots, p; \ \alpha = 1, 2, \ldots, N)$ are distributed

* The result follows from the fact that $\text{tr}(AB) = \text{tr}(BA)$. 
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according to (2), the characteristic function of \( a_{ij} \) and \( a_{ij} \) (\( i \neq j \)) is

\[
E \left( e^{i \sum_{i,j=1}^{p} a_{ij} \phi_{ij}} \right)
\]

\[
(50) = \left| \sigma \right|^{\frac{1}{2}(N-1)} e^{-\frac{1}{2} \sum_{i,j=1}^{p} \sum_{\alpha=1}^{N} \sigma_{ij} (\mu_{i\alpha} - \mu_{i})(\mu_{j\alpha} - \mu_{j})} \right|
\]

\[
\cdot e^{\frac{1}{2} \sum_{\alpha=1}^{N} \sum_{\alpha=1}^{N} \sigma_{ij} \sigma_{jk} (\mu_{\alpha\alpha} - \mu_{\alpha}) (\mu_{\alpha\alpha} - \mu_{\alpha})}
\]

where

\[
\left\| \sigma_{ij} \right\|^{-1} = \left\| \sigma_{ij} \right\| = \left\| \sigma_{ij} - 2 \cdot \phi_{ij} \right\|
\]

and

\[
\phi_{ij} = \phi_{ji}
\]
Suppose we have two sets of quantities $a'_{ij}$ and $a''_{ij}$ each set of which is distributed according to a non-central Wishart distribution with sigma matrix $|| \sigma^{-1}_{ij} ||$, one having $n'$ degrees of freedom (or $n''$), means sigma matrix $\tau'_{ij}$ (or $\tau''_{ij}$) of rank $t'$ (or $t''$). Consideration of the characteristic functions (50) shows that

$$d_{ij} = d'_{ij} + d''_{ij}$$

has a non-central Wishart distribution with matrix $|| \sigma^{-1}_{ij} ||$, $n' + n''$ degrees of freedom and a matrix

$$|| \tau_{ij} || = || \tau'_{ij} || + || \tau''_{ij} ||.$$

The rank of the distribution is equal to the rank of $|| \tau_{ij} ||$. This result can also be deduced from the
representation of \( a'_{ij} \) and \( a''_{ij} \) in terms of observation from a non-central normal population. We can state this in a theorem.

**Theorem 3.**

The convolution of two or more non-central Wishart distributions with identical sigma matrices is a non-central Wishart distribution with sigma matrix of means equal to the sum of the sigma matrices of the components.

**VII. AN INTEGRAL REPRESENTATION OF THE NON-CENTRAL WISHART DISTRIBUTION IN THE GENERAL CASE**

The integral of (17) which is the non-central Wishart distribution, can be indicated in another way that reveals more clearly the form of the non-central Wishart distribution. We shall now show that it is the product of a Wishart distribution and a symmetric function of the non-zero roots of the determinantal equation

\[
(51) \quad \left| \kappa c^2 \delta c - \lambda b^2 \right| = 0.
\]
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Let
\[ B = \| b_{i,j} \|, \]
\[ Y = \| y_{i,n} \|, \]
\[ K = \| k_{i,j} \delta_{i,j} \|. \]

Then (17) can be written as

\[
(52) C \ e^{-\frac{1}{2} \text{tr} B} \ |B|^{\frac{1}{2}(n-p-t-1)} \ |I - Y'B^{-1}Y|^{\frac{1}{2}(n-p-t-1)} \ e^{\text{tr}(KY)} \ dB \ dY,
\]

where

\[
(53) C = \frac{2^{\frac{1}{2}pn} \pi^{\frac{1}{2}p(p-1)+\frac{1}{2}pt}}{\Pi_{i=1}^{p} \Gamma(\frac{1}{2}[n-t+1-c])},
\]

and where \( dB \) represents \( \prod_{i=1}^{p} \prod_{j=i}^{p} db_{i,j} \) and \( dY \) represents \( \prod_{i=1}^{p} \prod_{j=1}^{t} dy_{i,j} \).
There is a $p$ by $p$ matrix $G = \| g_{ij} \|$ such that

$$G' B^{-1} G = I,$$

$$K G = D = \| u_i \| \delta_{ij} \|,$$

where the $u_i^2$ are roots of (51). Then make the transformation

$$Y = G Z,$$

where

$$Z = \| z_i \eta_i \|. $$

The Jacobian of this transformation is

$$| G |^t = | B | \frac{1}{2} t.$$

Now (52) can be written as

$$C e^{-\frac{1}{2} tr B} \frac{1}{2} (n-\rho-1) | I - Z' Z | \frac{1}{2} (n-\rho-1) e^{tr(DZ)} dB dZ.$$
The first part of (54) is, except for a constant factor, a Wishart distribution of \( n \) degrees of freedom. The integral of the second part is obviously a symmetric function of the \( u_i \). In terms of the \( a_{ij} \), the \( u_i \) are simply the roots of (36). We can sum these results in a theorem.

**Theorem 4.**

Given a sample of observations \( \{x_{i\alpha}\} \ (i=1,2,...,p; \alpha=1,2,...,N) \) distributed according to (2), the probability density function of the sums of squares and cross-products of deviations from the sample means defined by (1) is

\[
W(a_{ij}, \sigma^2, \tau; j; p, N-1, t) = C \left| \sigma^{\epsilon_j} \right|^{\frac{1}{2}(N-1)} \left| \partial_{\epsilon_j} \right|^{\frac{1}{2}(N-p-2)} e^{-\frac{1}{2} \sum_{ij=1}^{p} \sigma^{\epsilon_j} \partial_{\epsilon_j}}
\]

\[
\int \delta_{\eta_\xi} - \sum_{i=1}^{p} z_i \eta z_i \xi \delta_{\eta_\xi}^{\frac{1}{2}(N-p-t-2)} e^{\sum_{i=1}^{p} u_i \eta z_i \xi} \prod_{i=1}^{p} \prod_{\eta=1}^{t} \delta_{z_i \eta}
\]

integrated over

\[
\| \delta_{\eta_\xi} - \sum_{i=1}^{p} z_i \eta z_i \xi \delta_{\eta_\xi} \|
\]
positive where $C$ and $\tau_{ij}$ are defined by (53) and (4), respectively, and where $u_n^2$ are the $t$ non-zero roots of (36).

VIII. THE MOMENTS OF THE GENERALIZED VARIANCE IN THE LINEAR AND PLANAR NON-CENTRAL CASES

A. The Linear Case.

The generalized variance which is the determinant of the variances and covariances is a measure of the spread of the observations. If one thinks of the $n$ observations (reduced by the mean) of each variate as a vector in $n$-space, the generalized variance is the square of the volume of the $p$ dimensional parallelotope which is defined by these vectors as principal edges. Another geometric interpretation can be given in terms of the $p$-dimensional variate space. The generalized variance is the sum of all possible parallelotopes that can be joined by choosing as the $p$ principal edges $p$ of the $n$ sample vectors.

In this section we consider the moments of the general-
ized variance when the distributions of the observations are non-central multivariate normal. In terms of the first geometric representation this means that the center of one or more of the vector distributions is different from the origin. For convenience we shall assume that the distribution of the observations \( | \gamma_i \alpha | \) is according to (15). This will give as great generality as if we treated observations \( | \chi_i \alpha | \) having the distribution (2). Moreover, we shall consider the determinant of sums of squares and cross-products instead of the determinant of variances and covariances. It is clear that the determinantant \( | b_{ij} | \), where

\[
\| b_{ij} \| = \| \sum_{\alpha=1}^{n} \gamma_i \alpha Y_j \alpha \|
\]

is simply a multiple (by \( | \Sigma | (N-1) \)) of \( | a_{ij} \| \), where

\[
\| a_{ij} \| = \| \sum_{\alpha=1}^{N} (\kappa_i \alpha - \bar{\kappa}_i) Y_j \kappa_j \alpha - \bar{\kappa}_j \|
\]
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Let us first consider the linear case, i.e., \( \kappa = \kappa_i \neq 0 \)
and \( \kappa_i = 0 \) (i=2,...,p) in (15). The first of the \( p \) vectors
is centered on the first coordinate axis, not at the
origin. Then the probability density function of the
\( b_{ij} \) is

\[
\frac{e^{-\frac{1}{2} \kappa^2} |b_{ij}|^{\frac{1}{2} (n-p-1)} e^{-\frac{1}{2} \sum_{i=1}^{p} b_{ii}}}{2^{\frac{3}{2} p^2 n - \frac{1}{4} p(p-1)} \prod_{i=1}^{p-1} \Gamma \left( \frac{1}{2} \left[ n - i \right] \right)} \sum_{\alpha = 0}^{\infty} \frac{(c^2 b_{ii})^\alpha}{2^{\alpha} \alpha! \Gamma \left( \frac{1}{2} n + \alpha \right)}.
\]

We wish to find the moments \( \mathbb{E} (|b_{ij}|^h) \). Let

\[
b_{ij} = s_i s_j r_{ij}.
\]

Then \( s_i^2 \) is the sample variance of the \( i \)-th variate and
\( ||r_{ij}|| \) is the matrix of sample correlation coefficients.
The Jacobian of this transformation is
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\[ (S_1^2)^{\frac{1}{2}p} \cdot (S_2^2)^{\frac{1}{2}p} \cdots (S_p^2)^{\frac{1}{2}p}. \]

The probability element of the \( s_i^2 \)'s and \( r_i \)'s is

\[
\frac{e^{-\frac{1}{2}k^2 - \sum_{i=1}^{p} s_i^2}}{2^{\frac{1}{2}p} \prod_{i=1}^{p} (\frac{1}{2} [n-c])^{\frac{n-1}{2}}} \prod_{i=1}^{p} \left[ r_i \right]^{\frac{n-p-1}{2}}.
\]

(55)

\[
\sum_{\alpha=0}^{\infty} \frac{(k^2 s_i^2)^{\alpha}}{2^{2\alpha} \alpha!} \prod_{i=1}^{p} c (s_i^2)^{\frac{\alpha}{2}} \prod_{i=1}^{p} d (r_i)^{\frac{\alpha}{2}}.
\]

It is clear from (55) that the \( s_i^2 \)'s are distributed independently and that the set \( \{r_{ij}\} \) have a joint distribution independent of the \( s_i^2 \)'s. Hence

\[
E \left( |b_{ij}|^h \right) = E \left( |s_i s_j r_{ij}|^h \right)
\]

\[
= \prod_{i=1}^{p} E \left[ (s_i^2)^h \right] \cdot E \left( |r_{ij}|^h \right).
\]

The probability element of \( s_i^2 \) \((i=2,3,\ldots,p)\) is

\[
\frac{e^{-\frac{1}{2} s_i^2} (s_i^2)^{\frac{1}{2}n-1}}{2^{\frac{1}{2}n} \prod_{i=1}^{p} (\frac{1}{2} n)^{\frac{1}{2}}} d s_i^2.
\]
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which is simply the $\chi^2$-distribution.

The $h$-th moment of $s_i^2$ ($i=2,3,...,p$) is

$$E\left[(s_i^2)^h\right] = \frac{2^h \Gamma\left(\frac{1}{2}h+h\right)}{\Gamma\left(\frac{1}{2}h\right)}.$$

The probability element of $s_1^2$ is

$$\frac{e^{-\frac{1}{2}k_0^2(s_1^2)^{\frac{1}{2}n-1}} e^{-\frac{1}{2}s_1}}{2^{\frac{1}{2}n}} \sum_{\alpha=0}^{\infty} \frac{(k_0^2 s_1^2)^\alpha}{2^{\alpha} \alpha! \Gamma\left(\frac{1}{2}n+\alpha\right)} d(s_1^2).$$

(56)

This is the $\chi^2$-distribution (non-central $\chi^2$-distribution) which was first given by Fisher [1]. Applying term-by-term integration (the series converges properly) we get the moment

$$E\left[(s_i^2)^h\right] = 2^h e^{-\frac{1}{2}k_i^2} \sum_{\alpha=0}^{\infty} \frac{(k_i^2)^\alpha \Gamma\left(\frac{1}{2}n+h+\alpha\right)}{2^{\alpha} \alpha! \Gamma\left(\frac{1}{2}n+\alpha\right)}.$$

The probability element of the $r_{1j}$ is the well known dis-
tribution of correlation coefficients,

\[
\prod_{i=1}^{p-1} \left( \frac{\frac{1}{2}(n-\rho)}{\pi^{-\frac{1}{2}} p(\rho-1)} \right)^{\frac{1}{2}} \prod_{j=1}^{\rho} \prod_{i=\rho+1}^{p} \Gamma(\frac{1}{2}(n-\rho-i)) \prod_{j=1}^{\rho} \prod_{i=\rho+1}^{p} \Gamma(\frac{1}{2}(n-\rho)) \Gamma^{p-1}(\frac{1}{2}(n)) \Gamma^{p-1}(\frac{1}{2}(n-\rho)) \Gamma^{p-1}(\frac{1}{2}(n-\rho)) \Gamma^{p-1}(\frac{1}{2}(n+h))
\]

Since

\[
\int \frac{|r_{i,j}|^{\frac{1}{2}(n-\rho-1)}}{\pi^{-\frac{1}{2}} p(\rho-1)} \prod_{i=1}^{p} \prod_{j=\rho+1}^{p} d r_{i,j} = \frac{\Gamma^{p-1}(\frac{1}{2}(n-\rho))}{\Gamma^{p-1}(\frac{1}{2}(n))}
\]

where the integration is over the entire (permissible) range of the \(r_{i,j}\), we have as a consequence the \(h\)-th moment of the determinant (since \(n\) is arbitrary).

\[
E\left(|r_{i,j}|^h\right) = \prod_{i=1}^{p-1} \Gamma\left(\frac{1}{2}(n-\rho-1) + h\right) \prod_{i=1}^{p} \prod_{j=\rho+1}^{p} d r_{i,j}
\]
Hence, the \( n \)-th moment of \( |s_i s_j r_{ij}| \) is

\[
(57) \quad 2^p h \frac{\prod_{\varepsilon=1}^{p-1} \Gamma \left( \frac{1}{2} n - \varepsilon + h \right)}{\prod_{\varepsilon=1}^{p-1} \Gamma \left( \frac{1}{2} n - \varepsilon \right)} e^{-\frac{1}{2} h^2} e^{\sum_{\alpha=0}^{\infty} \frac{\kappa^{2\alpha} \Gamma \left( \frac{1}{2} n + h + \alpha \right)}{2^{\alpha} \alpha! \Gamma \left( \frac{1}{2} n + \alpha \right)}}.
\]

Let us summarize this in a theorem for the \( a_{ij} \).

**Theorem 5.**

If the quantities \( a_{ij} (i,j)=1,2,\ldots,p \) have the distribution

\[
\mathcal{W} \left( a_{ij}, \sigma_{ij}, \tau_{ij}; p, n, 1 \right)
\]

defined by (39), then the moments of \( |a_{ij}| \) are given by

\[
E \left( |a_{ij}|^n \right) = |\sigma_{ij}|^n 2^p h^{\frac{1}{2} n} \frac{\prod_{\varepsilon=1}^{p-1} \Gamma \left( \frac{1}{2} n - \varepsilon + h \right)}{\prod_{\varepsilon=1}^{p-1} \Gamma \left( \frac{1}{2} n - \varepsilon \right)} e^{\sum_{\alpha=0}^{\infty} \frac{\kappa^{2\alpha} \Gamma \left( \frac{1}{2} n + h + \alpha \right)}{2^{\alpha} \alpha! \Gamma \left( \frac{1}{2} n + \alpha \right)}}.
\]
If \( k^2 = 0 \), expression (57) clearly reduces to the moment given by Wilks [2]

\[
(58) \quad 2^\frac{p}{2} \frac{\prod_{c=1}^{p} \Gamma\left(\frac{1}{2} \left[ n+c \right]+k \right)}{\prod_{c=1}^{p} \Gamma\left(\frac{1}{2} \left[ n+c \right] \right)}
\]

The expression (57) gives the moments of the generalized variance when the means of the observations are not fixed, but lie on a line. The distribution of \( |b_{ij}| \) is not a simple function even in the central case. However, in any particular case one could find the first few moments of \( |b_{ij}| \) and fit a distribution function. It is to be noted that the convergence of the series is nearly as rapid as that for \( c^{1/2} k^2 \).

B. The Two Dimensional Planar Case.

Next we shall treat the planar case for two dimensions. Suppose that \( \kappa_i^2 \neq 0 \) (\( i=1,2 \)), \( \kappa_i^2 \approx 0 \) (\( i=3,4, \ldots, p \)), the probability density function of \( b_{11}, b_{12}, \) and \( b_{22} \) is
\[
\frac{\frac{-\frac{1}{2}(k_1^2 + k_2^2) - \frac{2}{2} \sum_{i=1}^{2} b_{2i}}{2^n \sqrt{\pi}}}{(b_{11} b_{22} - b_{12}^2)^{\frac{1}{2}(n-3)}}
\]

\[
\sum_{\alpha, \beta=0}^{\infty} \frac{(k_1^2 k_2^2 (b_{11} b_{22} - b_{12}^2))^{\alpha} (k_1^2 b_{11} + k_2^2 b_{22})^{\beta}}{2^{\alpha+2\beta} \alpha! \beta! \Gamma(\frac{1}{2} [n-1+\alpha]) \Gamma(\frac{1}{2} n + 2\alpha + \beta)}
\]

Let \( b_{11} = s_1^2 \), \( b_{22} = s_2^2 \), and \( b_{12} = s_1 s_2 r \). The Jacobian is \( s_1^2 s_2^2 \). The probability element of \( s_1^2 \), \( s_2^2 \) and \( r \) is

\[
\frac{\frac{-\frac{1}{2}(k_1^2 + k_2^2)}{2^n \sqrt{\pi}}}{(s_1^2)^{\frac{1}{2} n-1} (s_2^2)^{\frac{1}{2} n-1} (1-r^2)^{\frac{1}{2}(n-3)}} = \frac{-\frac{1}{2}(s_1^2 + s_2^2)}{2^n \sqrt{\pi}}
\]

(59)

\[
\sum_{\alpha, \beta=0}^{\infty} \frac{(k_1^2 k_2^2 s_1^2 s_2^2)^{\alpha} (1-r^2)^{\alpha} (k_1^2 s_1^2 + k_2^2 s_2^2)^{\beta}}{2^{\alpha+2\beta} \alpha! \beta! \Gamma(\frac{1}{2} [n-1+\alpha]) \Gamma(\frac{1}{2} n + 2\alpha + \beta)}
\]

We wish to find \( E \left\{ [s_1^2 s_2^2 (1-r^2)]^h \right\} \). Let us first multiply (59) by \((1-r^2)^h\) and integrate from -1 to +1.

We then obtain

\[
2^{-h} \frac{\frac{-\frac{1}{2}(k_1^2 + k_2^2)}{2^n \sqrt{\pi}}}{(s_1^2)^{\frac{1}{2} n-1} (s_2^2)^{\frac{1}{2} n-1}} = \frac{-\frac{1}{2}(s_1^2 + s_2^2)}{2^n \sqrt{\pi}}
\]

\[
\sum_{\alpha, \beta=0}^{\infty} \frac{(k_1^2 k_2^2 s_1^2 s_2^2)^{\alpha} (k_1^2 s_1^2 + k_2^2 s_2^2)^{\beta} \Gamma(\frac{1}{2} [n-1+h+\alpha]) \Gamma(\frac{1}{2} n + 2\alpha + \beta)}{2^{\alpha+2\beta} \alpha! \beta! \Gamma(\frac{1}{2} [n-1+\alpha]) \Gamma(\frac{1}{2} n + 2\alpha + \beta)}
\]
Next we multiply by \((s_1^2)^\frac{1}{2}\) \((s_2^2)^\frac{1}{2}\), set \((\kappa_1^2 s_1^2 + \kappa_2^2 s_2^2)^\beta / \beta!\) equal to
\[
\sum_{\beta_1 + \beta_2 = \beta} (\kappa_1^2 s_1^2)^{\beta_1} (\kappa_2^2 s_2^2)^{\beta_2} \beta_1! \beta_2!
\]
and integrate \(s_1^2\) and \(s_2^2\) from 0 to \(\infty\). We obtain

\[
E\left(\left[ b_u - b_{z_2} - b_{z_1} \right]^h \right)
\]

\[
(60) = 2 \frac{c}{2} \left[ 2 \frac{c}{2} \frac{1}{2} (\kappa_1^2 + \kappa_2^2) \sum_{\alpha, \beta_1, \beta_2 = 0} \frac{(\kappa_2^2)^{\alpha + \beta_1} (\kappa_1^2)^{\alpha + \beta_2} \Gamma\left(\frac{1}{2} h + 1 + \alpha + \beta_1, \beta_2\right) \Gamma\left(\frac{1}{2} h + 1 + \alpha + \beta_2, \beta_1\right)}{\Gamma\left(\frac{1}{2} n - \frac{1}{2} + \alpha\right) \Gamma\left(\frac{1}{2} n + h + \alpha\right)} \right]
\]

which is the expected value we are seeking.

Clearly this reduces to a special case of (57) if \(\kappa_2^2\) is set equal to zero.

C. The General Planar Case.

Now we consider the planar case in \(p\) dimensions.

Geometrically we have \(p\) vectors in \(n\)-space. If the
\[
| \gamma_1 |\]
are distributed according to (16) the mean point
(i.e., center of distribution) of the first two vectors is different from the origin, but the mean point of each of the other p-2 vectors is the origin. The vectors are distributed independently. The determinant

\[ |b_{ij}| = | \sum_{\alpha=1}^{n} y_{i\alpha} y_{j\alpha}| \]

is the square of the volume of the parallelopiped which can be expressed as

\[ v_1 v_2 \ldots v_p \sin \theta_1 \sin \theta_2 \ldots \sin \theta_{p-1}, \]

where \( v_i \) is the length of the \( i \)-th vector and \( \theta_i \) is the angle between the \( i+1 \)-st vector and the flat space determined by the first \( i \) vectors. The distribution of \( v_3, \ldots, v_p \) and \( \theta_2, \ldots, \theta_{p-1} \) is statistically independent of \( v_1, v_2, \) and \( \theta_1 \); for no matter what the plane of the first two vectors is, the distribution of the other variables is the same. Hence

\[ E(|b_{ij}|^h) = E([v_1 v_2 \sin \theta_1]^{2h}) \cdot E([v_3 v_4 \ldots v_p \sin \theta_2 \ldots \sin \theta_{p-1}]^{2h}), \]
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If the $y$'s had simply the distribution

\begin{equation}
\frac{1}{(2\pi)^{\frac{1}{2}p^n}} e^{-\frac{1}{2} \sum_{c=1}^{p} \sum_{a=1}^{n} Y_{c,a}^2},
\end{equation}

then the $h$-th moment of $|b_{ij}|$ would be (58) and the $h$-th moment of

\[ V_1^2 V_2^2 \sin^2 \Theta_1 = \begin{vmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{vmatrix} \]

would be

\[ 2^h \frac{\prod_{c=1}^{2} \Gamma(\frac{1}{2} [n+1-c] + h)}{\prod_{c=1}^{2} \Gamma(\frac{1}{2} [n+1-c])}. \]

Since the distribution of $v_3, v_4, \ldots, v_p$ and $\Theta_2, \ldots, \Theta_{p-1}$ is the same whether the $y$'s are distributed according to (16) or (61), we have

\begin{equation}
E \left[ (v_3 \ldots v_p \sin \Theta_2 \ldots \sin \Theta_{p-1})^{2h} \right] = 2^{h(p-2)} \frac{\prod_{c=3}^{p} \Gamma(\frac{1}{2} [n+1-c] + h)}{\prod_{c=3}^{p} \Gamma(\frac{1}{2} [n+1-c])},
\end{equation}
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Multiplying (60) by (62) we obtain the h-th moment of $|b_{ij}|$, namely,

$$E(1 | b_{ij} |^h) = 2^h p e^{-\frac{1}{2}((\kappa_x^2 + \kappa_y^2) \sum_{i=3}^{p} \prod_{i=3}^{p} \Gamma \left( \frac{1}{2} [n + h - i] + h \right) \prod_{i=3}^{p} \Gamma \left( \frac{1}{2} [n + 1 - i] \right)}$$

$$\sum_{\alpha, \beta_1, \beta_2 = 0}^{\infty} \frac{(\kappa_x^2)^{\alpha + \beta_1} (\kappa_y^2)^{\alpha + \beta_2} \Gamma \left( \frac{1}{2} n + h + \alpha + \beta_1 \right)}{2^{2\alpha + \beta_1 + \beta_2} \alpha! \beta_1! \beta_2! \Gamma \left( \frac{1}{2} [n-1] + \alpha \right) \Gamma \left( \frac{1}{2} n + h + \alpha \right) \Gamma \left( \frac{1}{2} n + h + \alpha \right)}.$$

This result may be summarized as follows:

**Theorem 6.**

Let the probability density function of the quantities $a_{ij}$, $i, j = 1, 2, \ldots, p$ be

$$W(a_{ij}, \sigma_{ij}, \mu_{ij}; p, n, 2)$$
defined by (38). Then the $h$-th moment of $|a_{ij}|$ is

$$ E \left( |a_{ij}|^h \right) = |c_{ij}|^h 2^h \pi \prod_{c=3}^{p} \frac{\Gamma \left( \frac{1}{2} \left( n+1-c \right) + h \right)}{\Gamma \left( \frac{1}{2} \left( n+c \right) \right)} \left( \sum_{\alpha, \beta_1, \beta_2 = 0}^{\infty} \frac{(c_1^{\alpha+\beta_1})(c_2^{\alpha+\beta_2})}{2^{\alpha+\beta_1+\beta_2} \alpha! \beta_1! \beta_2!} \prod_{i=1}^{p} \frac{\Gamma \left( \frac{1}{2} \left( n+2i+d_{ij} \right) \right)}{\Gamma \left( \frac{1}{2} \left( n+1+\alpha \right) \right)} \right) $$

IX. THE MOMENTS OF THE CRITERION FOR TESTING LINEAR HYPOTHESES IN THE LINEAR AND PLANAR NON-CENTRAL CASES

A. The Moments of the Criterion.

There are several linear hypotheses concerning the means of multivariate normal populations that can be included in a general formulation of the problem. We shall first of all consider a simple case of a linear hypothesis and find the moments of the criterion under linear and
planar alternatives. In Section B we shall indicate the linear hypothesis that can be reduced to this simple case. Regression problems and the problem of equality of means in several populations (studied by Wilks) are included.

Suppose the variates \( z_{i \alpha} \) \((i=1,2,\ldots,p; \alpha=1,2,\ldots,n)\) and \( y_{i \gamma} \) \((i=1,2,\ldots,p; \gamma=1,2,\ldots,m)\) have the probability element

\[
(64)
\]

Let us consider the hypothesis \( H_0 \) that the means of the \( y \)'s are zero, namely,

\[
H_0 : \mu_{i \gamma} = 0 \quad (i=1,2,\ldots,p; \gamma=1,2,\ldots,m).
\]

Let

\[
\sigma_{ij} = \sum_{\gamma=1}^{m} \gamma_{i \gamma} \gamma_{j \gamma},
\]

\[
(65)
\]
\[ b_{ij} = \sum_{\alpha=1}^{r} z_{\alpha} z_{j,\alpha} \]

\[ c_{ij} = a_{ij} + b_{ij} \]

Then the likelihood ratio criterion for testing the hypothesis, called by Hsu \([4]\) the Wilks-Lawley criterion, is the \(\frac{n+M}{2}\) power of

\[ \mathcal{W} = \frac{|b_{ij}|}{|c_{ij}|} \]

Under the null hypothesis the \(b_{ij}\) have a Wishart distribution with \(n\) degrees of freedom, and the \(a_{ij}\) are
are independently distributed such that \( c_{ij} \) has a Wishart distribution with \( n+m \) degrees of freedom. Wilks [2] has given the moments of \( W \) and in some special cases the distribution of \( W \).

We shall now obtain the moments of \( W \) for distributions specified by (64) where the rank of \( || \mu_i \gamma || \) is 2, i.e., the planar case. Under this assumption the \( b_{ij} \) have a Wishart distribution with \( n \) degrees of freedom, the \( a_{ij} \) are independently distributed in such a way that the \( c_{ij} \) have a non-central Wishart distribution with \( n+m \) degrees of freedom. Let \( \kappa_1^2 \) and \( \kappa_2^2 \) be the non-zero roots of

\[
(69) \quad \left| \sum_{\gamma=1}^{m} \mu_i \gamma \mu_j \gamma - \lambda \sigma_{ij} \right| = 0.
\]

It is clear that \( W \) is unchanged if \( \sigma_{ij}^{-1} \) is set equal to
\[ \delta_{ij}. \text{ Then the } c_{ij} \text{ are distributed according to (35)} \]
\[ \text{with } n+m \text{ degrees of freedom.} \]
\[ \text{The moments will be obtained by a method similar to that used by Wilks [2].} \]
\[ \text{Let the expected value given by (63) be} \]
\[ (70) \quad E \left( |c_{ij}|^h \right) = K(n+m, h, p, \kappa_i^2), \]
\[ \text{which is a constant depending on } n+m, h, p, \kappa_1^2, \text{ and } \kappa_2^2. \]

If \( D(a_{ij}) \) represents the distribution function of the \( a_{ij} \), one can write (70) as
\[ (71) \quad K(n+m, h, p, \kappa_i^2) = \frac{1}{2^{\frac{p}{2}} \Gamma^{\frac{p}{2}} \prod_{i=1}^{p} \Gamma \left( \frac{1}{2} h_i + \frac{1}{2} i \right)} \]
\[ \left\{ \int |c_{ij}|^h |b_{ij}|^{\frac{1}{2}(n-p-1)} e^{-\frac{1}{2} \sum_{i=1}^{p} b_{ij}} D(a_{ij}) \prod_{i=1}^{p} \prod_{j=1}^{p} d b_{ij} d A, \right. \]
\[ \text{where } dA \text{ is the volume element of the } a_{ij}, \text{ and} \]
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where the integration is over the entire ranges of the $b_{ij}$ and $a_{ij}$. Equation (71) holds since the c's are functions of the b's and a's. Multiplying (71) by

$$2 \frac{p^n}{2} \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right),$$

then replacing $n$ by $n+2q$ and dividing by (72) again, we obtain

$$K\left(n+m+2q, h, p, k_i^2\right) \frac{p^{(n+2q)}}{2 \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right)} \frac{p^{(n+2q+1-i)}}{2 \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right)}$$

$$= \frac{1}{2 \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right) \prod_{i=1}^{p} \frac{h_i}{q} \prod_{i=1}^{p} \Gamma\left(\frac{n+1-i}{2}\right) \prod_{i=1}^{p} \prod_{j=i}^{p} b_{ij} D(a_{ij})}$$

$$\int \left| c_{ij} \right| h \left| b_{ij} \right| \frac{n+2q-p-1}{2} \sum_{i=1}^{p} b_{i} e^{-\frac{1}{2} \sum_{i=1}^{p} b_{i}} dA.$$
By definition the right hand side of (73) is the expected value of $|c_{ij}|^h |b_{ij}|^g$. Hence,

$$E(|c_{ij}|^h |b_{ij}|^g) = K(n+m+2g, h, p, \kappa_i^2) \frac{2^p g \prod_{i=1}^{p} \Gamma\left(\frac{1}{2}[n+1-i] + g\right)}{\prod_{i=1}^{p} \Gamma\left(\frac{1}{2}[n+1-i] \right)}$$

In this expression it is permissible to set $h$ equal to $-g$ (n could have been replaced by $n+2g$ in (71) to insure the argument of each $\Gamma$ function being positive). Then we have

$$E(W^g) = E(|c_{ij}^g |b_{ij}|^g)$$

$$= K(n+m+2g, -g, p, \kappa_i^2) \frac{2^p g \prod_{i=1}^{p} \Gamma\left(\frac{1}{2}[n+1-i] + g\right)}{\prod_{i=1}^{p} \Gamma\left(\frac{1}{2}[n+1-i] \right)}$$

Finally, the $g$-th moment is
We can summarize in the following theorem:

**Theorem 7.**

Let \( z_{1, \alpha} \) (\( i=1,2,\ldots,p; \alpha=1,2,\ldots,n \)) and \( y_{1,Y} \) (\( i=1,2,\ldots,p; Y=1,2,\ldots,m \)) have (64) as a joint distribution. Define \( a_{1,i} \), \( b_{1,i} \) and \( c_{1,i} \) by (65), (66), and (67), respectively. Let \( \kappa_1^2 \) and \( \kappa_2^2 \) be the non-zero roots of (69). Then the \( g \)-th moment of \( W \), defined by (68), is (74).
Expression (74) gives the moments of $W$ in the planar case. The linear case is a special case of the planar case, that is, it is the planar case for $\kappa_2^2 = 0$. The $g$-th moments of $W$ in the linear case is given by

$$E(W^g) = e^{-\frac{1}{2} \kappa_2^2} \frac{\prod_{i=2}^{p} \Gamma\left(\frac{1}{2} [n+m+i-2] + g\right) \prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+m+i-1] + g\right)}{\prod_{i=2}^{p} \Gamma\left(\frac{1}{2} [n+m+i-1] + g\right) \prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+i-2] + g\right)}$$

(75)

$$\sum_{\beta_1=0}^{\infty} \frac{(\kappa_2^2)^{\beta_1} \Gamma\left(\frac{1}{2} [n+m] + \beta_1\right)}{2^{\beta_1} \beta_1! \Gamma\left(\frac{1}{2} [n+m] + \beta_1 + g\right)} .$$

For $\kappa_2^2 = 0$, (75) reduces to the expression given for the moments under the null hypothesis, namely,

$$E(W^g) = \frac{\prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+m+i-2] + g\right) \prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+m+i-1] + g\right)}{\prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+m+i-1] + g\right) \prod_{i=1}^{p} \Gamma\left(\frac{1}{2} [n+i-2] + g\right)} .$$

(76)
Wilks [17] has given the distribution of $W$ under the null hypothesis for several special cases (i.e., certain pairs of $n$ and $p$). In general, however, the distribution function is too complicated to write down explicitly. When the null hypothesis is not satisfied (i.e., at least one $\kappa_1^2 \neq 0$) the distribution functions are yet more involved. Hence, we shall not write any explicitly.

For most purposes, alternative hypotheses of the means $\mu_i, \gamma_i$ being on a line (i.e., of rank one) are sufficiently general. In any particular case, one can compute from (75) numerical values for several moments and then fit an appropriate distribution function. If one wishes to consider alternative hypotheses of rank 2, one can use (74) and similarly compute numerical values for moments. The series in either (75) or (74) converge rapidly. To construct an approximate power function for linear alternatives, say, one would fit distribution functions for several values of $\kappa_1^2$ and find the desired percentage levels.
There is a matrix $\|d_{ij}\|$ such that

$$\|b_{ij}\| = \|d_{ij}\| \cdot \|d_{ij}\|$$

and

$$\|a_{ij}\| = \|d_{ij}\| \cdot \|\lambda_j \delta_{ij}\| \cdot \|d_{ij}\|,$$

where the $\lambda$'s are roots of

(77) 
$$l a_{ij} - \lambda b_{ij}l = 0,$$

It follows that

$$\|c_{ij}\| \geq \|d_{ij}\| \cdot \|(1 + \lambda_j) \delta_{ij}\| \cdot \|d_{ij}\|.$$
Then \( W \) can be written as

\[
W = \frac{|d_{ij}| |d_{ij}'|}{|d_{ij}| |(1+\lambda_j)\delta_{ij}| |d_{ij}'|}
\]

\[
= \frac{1}{\prod_{j=1}^{p} (1+\lambda_j)}
\]

The distribution of the roots of (77) is given in Section XI for \( a_{ij} \) of rank \( p \) in either the linear or planar case. One could obtain the probability of \( W \) not exceeding a given value by integrating the \( \lambda \)'s over the proper range.

B. A General Class of Linear Hypotheses.

A large class of hypotheses concerning the means of multivariate normal variates can be put in the form of \( H_0 \). Hsu [3] has demonstrated that the general regression problem can be put in this form. Suppose that
\( X_{i\alpha} \) \((i=1,2,...,p; \quad \alpha =1,2,...,N)\) follow a multivariate normal distribution with variance-covariance matrix \( \sigma_{ij} \), and let the expected value of \( X_{i\alpha} \) be

\[
E(X_{i\alpha}) = \sum_{r=1}^{q} \beta_{jr} w_{r\alpha} \quad (q \leq N-p),
\]

where the \( q \) by \( N \) matrix

\[
W = \|w_{r\alpha}\|
\]

is of rank \( q \). Let \( H_1 \) be the hypothesis that

\[
H_1: \quad B_1 = \|\beta_{iu}\| = 0 \quad (i=1,2,...,p; \quad u=1,2,...,m \leq q)
\]

with the \( w \)'s known. Then Hsu has shown that there is a transformation of the \( x \)'s into the \( y \)'s and \( z \)'s which is dependent on the \( w \)'s such that the distribution of the \( x \)'s
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is transformed into (64) times a distribution of \((q-m)\) extraneous variables and such that \(H'_1\) is transformed into \(H'_0\).

The hypothesis \(H'_1\) has great generality. For example, \(H'_1\) includes the hypothesis that \(q\) populations (of \(p\) variates) known to have the same set of variances and covariances have also a common set of means. In Hsu's paper this is defined as

\[
\begin{align*}
W_{r \alpha} &= 1 \text{ when } N_1 + \ldots + N_{r-1} + 1 \leq \alpha \leq N_1 + \ldots + N_r \\
&= 0 \text{ otherwise} \\
W_{q \alpha} &= 1 \\
&= 0 \text{ otherwise}
\end{align*}
\]

\(r = 1, \ldots, q-1, \alpha = 1, \ldots, N_r\)

where \(N = N_1 + N_2 + \ldots + N_q\) \((N_r\) is the size of the \(r\)-th sample).
It is convenient to use matrix notation here.

Let

\[
W_1 = \| w_{u, \alpha} \| \quad (u=1, 2, \ldots, k; \alpha = 1, 2, \ldots, N),
\]

\[
W_2 = \| w_{r, \alpha} \| \quad (r=1, 2, \ldots, q; \alpha = 1, 2, \ldots, N),
\]

\[
\Sigma = \| x_{i, \alpha} \| \quad (i=1, 2, \ldots, p; \alpha = 1, 2, \ldots, N),
\]

Then

\[
W = \left\| \begin{array}{c} W_1 \\ W_2 \end{array} \right\|.
\]
Then the likelihood ratio criterion for $H_1$ is:

\[ \Lambda = \left( \begin{bmatrix} X^T X' & X^T W' \\ W X' & W W' \end{bmatrix} | W_2 W_2' \right) \frac{1}{2N} \]

The following identity

\[ \begin{bmatrix} P & Q \\ R & S \end{bmatrix} = |S| \cdot \begin{bmatrix} P - QS^{-1}R \end{bmatrix} \]

* This follows from well-known regression theory. See [12], for instance.
which results from

\[
\begin{bmatrix}
P & Q \\
R & S
\end{bmatrix}
\begin{bmatrix}
I \\
- S^{-1} R
\end{bmatrix}
= \begin{bmatrix}
P - Q S^{-1} R \\
O
\end{bmatrix}
\begin{bmatrix}
Q \\
S
\end{bmatrix},
\]

may be applied to (78) to obtain

\[
(79) \Lambda = \frac{|X X' - X W' (W W')^{-1} W X'|^{\frac{1}{2}N}}{|X X' - X W_2' (W_2 W_2')^{-1} W_2 X'|^{\frac{1}{2}N}}.
\]

If \(W W' = E E',\) where \(E\) has zeros below the main diagonal, let \(\Gamma_i = E^{-1} W.\) Then \(\Gamma_i \Gamma_i' = I.\)
We can choose $\Gamma_2$ (of $N-q$ rows) so that

$$\Gamma = \begin{bmatrix} \Gamma_1 \\ \Gamma_2 \end{bmatrix}$$

is orthogonal. Then $\Gamma$ is the matrix of Hsu's transformation, that is,

$$Y = \| Y_i \| = \sum \Gamma_i$$

$$Z = \| Z_i \| = \sum \Gamma_i$$

Hsu [3] shows that the $y_i$ (i=1,2,...,p; $i=m+1,...,q$) have means unspecified by $H_1$ and hence can be omitted from further consideration. We must have $N-q = n$.

This transformation transforms the right hand side of (79) into

$$\Lambda = \frac{|b_{ij}|^{\frac{1}{2}N}}{|c_{ij}|^{\frac{1}{2}N}}.$$
That is, the criterion for testing \( H_1 \) is equivalent to that for testing \( H_0 \).*

The equation (69) can be written in terms of \( Z \), \( B \), and \( W \) as

\[
(81) \quad B_i W_i (I - W_2 (W_2 W_2') W_2) W_i B_i' - \lambda \sum l = 0
\]

for \( m < q \). If \( m = q \), (169) becomes

\[
(82) \quad B_i W_i W_i B_i' - \lambda \sum l = 0.
\]

In (81) and (82) there are no more non-zero roots than the rank of \( B \). It is clear that the roots of (81) (or (82)) depend on the matrix \( W \) as well as \( B \). The distri-

* \( \lambda \) is the \( N/2 \) power of (68) instead of the \( (n+m)/2 \) power.
bution of \( A \) under the null hypothesis does not depend on the distribution of the matrix \( W \) (if \( W \) is not constant). However, the distribution when the null hypothesis is not satisfied does depend on \( \kappa_1^2 \) or on \( \kappa_1^2 \) and \( \kappa_2^2 \), and hence, on the distribution of the elements of \( W \) as well as the value of \( B \).

C. **Two Special Cases.**

Suppose \( m = 1 \). Let \( \kappa_1^2 = \kappa_2^2 \); of course, \( \kappa_2^2 = 0 \). Then (75) is

\[
(83) \quad C^{-\frac{1}{2}k^2} \frac{\Gamma\left(\frac{1}{2}[n+1-p] + \beta\right)}{\Gamma\left(\frac{1}{2}[n-p]\right)} \sum_{\beta=0}^\infty \frac{(k^2)\beta}{2^\beta \beta! \Gamma\left(\frac{1}{2}[n+1] + \beta\right)}.
\]

Expression (82) can be given the following integral representation:

\[
\frac{e^{-\frac{1}{2}k^2}}{\Gamma\left(\frac{1}{2}[n+1-p]\right)} \int_0^1 \frac{Y^{\frac{1}{2}(n-p-1)+\beta}}{\Gamma\left(\frac{1}{2}[n+1] + \beta\right)} \sum_{\beta=0}^\infty \frac{(k^2)\beta}{2^\beta \beta! \Gamma\left(\frac{1}{2}[n+1] + \beta\right)} (1-Y) Y^{\beta + \frac{1}{2}[p-1]} dY.
\]
This is simply the definition of the g-th moment of Y, namely, \( E(Y^g) \), where Y has the distribution

\[
\frac{e^{-\frac{1}{2} \kappa^2} Y^{-\frac{3(n-p-3)}{2}}}{\Gamma\left(\frac{1}{2}[n-p+1]\right)} \sum_{\beta=0}^{\infty} \frac{(K^2)^{\beta} \Gamma(\frac{1}{2}[n+1+\beta]) (1-Y)^{\beta + \frac{1}{2} p - 1 \beta} \Gamma\left(\frac{1}{2} p + \beta\right)}{2^{\beta} \beta! \Gamma\left(\frac{1}{2} p + \beta\right)}.
\]

Hotelling's generalized \( T^2 \) [18] is a rational function of Y; it is,

\[
T^2 = \frac{1 - Y}{Y}
\]

Hence, the distribution of \( T^2 \) when the null hypothesis is false is

\[
(84) \quad \frac{e^{-\frac{1}{2} \kappa^2 (1+T^2)}^{-\frac{3}{2} (n-p-3)}}{\Gamma\left(\frac{1}{2}[n-p+1]\right)} \sum_{\beta=0}^{\infty} \frac{(K^2)^{\beta} \Gamma(\frac{1}{2}[n+0+\beta]) (T^2)^{\beta + \frac{1}{2} p - 1 \beta} \Gamma\left(\frac{1}{2} p + \beta\right)}{2^{\beta} \beta! \Gamma\left(\frac{1}{2} p + \beta\right)}.
\]
This result has been obtained by Hsu [19] by another method. The function $(84)$ has been studied by Tang [20] in connection with the power functions of the analysis of variance tests. Here $n$ is the number of degrees of freedom.

Suppose $p = 1$ and $m = q$. Then

\[
\begin{vmatrix}
\sum_{\alpha=1}^{N} x_\alpha^2 & \sum_{\alpha=1}^{N} x_\alpha w_{1\alpha} & \cdots & \sum_{\alpha=1}^{N} x_\alpha w_{q\alpha} \\
\sum_{\alpha=1}^{N} x_\alpha w_{1\alpha} & \sum_{\alpha=1}^{N} w_{1\alpha}^2 & \cdots & \sum_{\alpha=1}^{N} w_{1\alpha} w_{q\alpha} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{\alpha=1}^{N} x_\alpha w_{q\alpha} & \sum_{\alpha=1}^{N} w_{1\alpha} w_{q\alpha} & \cdots & \sum_{\alpha=1}^{N} w_{q\alpha}^2
\end{vmatrix}
\]

\[
A^{2/n} = \frac{\sum_{\alpha=1}^{N} x_\alpha^2}{\sum_{\alpha=1}^{N} x_\alpha^2 | \sum_{\alpha=1}^{N} w_{1\alpha}^2 | \sum_{\alpha=1}^{N} w_{1\alpha} w_{q\alpha} | \vdots | \sum_{\alpha=1}^{N} w_{q\alpha}^2}
\]

is one minus the square of the multiple correlation coefficient. Then $k^2$ is the root of

\[
\sum_{\alpha=1}^{N} \left( \frac{1}{\sum_{\mu=1}^{q} \beta_{\mu} w_{\mu\alpha}} \right)^2 - \lambda \sigma^2 = 0,
\]
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where \( \sigma^2 \) is the variance of \( \chi \). We shall assume that the \( w_u \alpha \) \((u=1,2,...,q; \alpha =1,2,...,n)\) are fixed. Then the moments of \( 1-R^2 \), where \( R \) is the multiple correlation coefficient, are given by

\[
E \left[ (1-R^2)^\beta \right] = \frac{e^{-\frac{1}{2}k^2(1-R^2)^{N-q}}}{\Gamma\left(\frac{N-q}{2}\right)} \sum_{\beta=0}^{\infty} \frac{(k^2)^\beta \Gamma\left(\frac{1}{2}+\beta\right)}{2^\beta \beta! \Gamma\left(\frac{N-q}{2}+\beta\right)}
\]

Expression (85) can be put into the form of an integral, that is,

\[
E \left[ (1-R^2)^\beta \right] = \frac{e^{-\frac{1}{2}k^2}}{\Gamma\left(\frac{N-q}{2}\right)} \int_0^1 \sum_{\beta=0}^{\infty} \frac{(k^2)^\beta \Gamma\left(\frac{1}{2}N+\beta\right)(1-R^2)^{\frac{1}{2}(N-q)+\beta-1}}{2^\beta \beta! \Gamma\left(\frac{1}{2}q+\beta\right)} \left(\frac{1}{\mathbf{R}(\mathbf{R})}\right) d\mathbf{R}(\mathbf{R})
\]

It follows that the (symmetric) distribution of \( R \) (which is continuous) is
\[ e^{-\frac{1}{2} \kappa^2 (1-R^2)} \sum_{\beta=0}^{\infty} \frac{\Gamma\left(\frac{1}{2} (N-\beta)\right) R^{\beta+2 \beta-1}}{\Gamma\left(\frac{1}{2} [N-\beta]\right) \Gamma\left(\frac{1}{2} N + \beta\right) \Gamma\left(\frac{1}{2} N + \beta\right)}. \]

There is a difference between this result and the one given by Fisher [1] because here the w's are fixed instead of being normally distributed variates.

D. Asymptotic Distribution.

Hsu [4] has given the asymptotic distribution of \( W \). Suppose that the \( w_{\alpha} \) are such that the following function of the transformed constants

\[ \bar{F}_n = \sum_{i,j=1}^{\rho} \sum_{\delta=1}^{\nu} \frac{\mu_i \cdot y_j \cdot m_j}{m_i} \]

tends to the limit \( \bar{F}_0 \) as \( n \) tends to infinity. Then the limiting distribution of \( x = -n \log W \) (which equals 

\[ -2 \log \Lambda \] where \( \Lambda \) is the likelihood ratio criterion) is
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\[ \frac{e^{-\frac{1}{2} \mathcal{F}_0} \chi^{\frac{1}{2} p^m-1} e^{-\frac{1}{2} \chi^2}}{2^{\frac{1}{2} p^m}} \sum_{\alpha=0}^{\infty} \frac{\mathcal{F}_o^\alpha \chi^\alpha}{2^{2\alpha} \alpha! \Gamma(\frac{1}{2} p^m+\alpha)} \]

That is, it is the \( \chi^2 \) distribution with pm degrees of freedom and parameter \( \mathcal{F}_0 \).

Hsu demonstrates this by first showing that the Lawley criterion

\[ \sqrt{\sum_{c_j=1}^p b_{i,j} a_{i,j}} \]

multiplied by n has the above \( \chi^2 \)-distribution and that

n \( \sqrt{\ } \) and -n log \( \mathcal{W} \) approach each other (in the probability sense).

If the \( w_u \)\( ^\alpha \) are statistical variates (viz. with given continuous distribution function) it is easy to apply Wald's theorem [21] on the asymptotic distribution of the likelihood ratio criterion to obtain the same result.
X. LIKELIHOOD RATIO CRITERIA FOR TESTING THE
    DIMENSIONALITY OF POPULATION MEANS

A. Testing Collinearity.

The likelihood ratio criterion considered in Section IX can be used to test, on the basis of a sample, the hypothesis that the sets of means in several multivariate populations are identical assuming that the matrices of variances and covariances are the same. If this hypothesis is false, one may wish to determine whether there is a relationship between the sets of means and what this relationship is. The set of means of a p-variate population may be considered as the coordinates of a point in a p-dimensional space. One may then state the question of relationship between sets of means in geometrical terms. The problem is: Given a set of samples each from a multivariate normal population, what is the dimensionality of the linear space determined by the points representing the means of the populations under the assumption that the matrices of variances and covariances in the several normal multivariate populations
are the same? In Section A we develop a criterion for testing whether these points lie on a line; in Section B we obtain criteria for testing any specified dimensionality. The alternative hypotheses are that the means lie anywhere in the p-dimensional space. Criteria for testing one dimensionality against a specified greater dimensionality are given in Section D. The criteria obtained are the likelihood ratio criteria.*

Let $\mathcal{L}$ be the set of admissible hypotheses which contains $m$ multivariate normal populations with the same variance-covariance matrix. Symbolically $\mathcal{L}$ is defined as

$$\mathcal{L} : \| \sigma_1 \| = \| \sigma_2 \| = \ldots = \| \sigma_m \| = \| \sigma_p \| \quad \text{positive definite,}$$

$$\quad -\infty < \mu_{q}^{i} < +\infty \quad q = 1, 2, \ldots, m; \quad i = 1, 2, \ldots, p,$$

where the probability density function of the $q$-th popu-

* See [12], p. 150, for example.
The relation is

$$\frac{1}{(2\pi)^{\frac{1}{2}p}} e^{-\frac{1}{2} \sum_{i,j=1}^{p} \omega_{ij} (\chi_{i} - \mu_{i}) (\chi_{j} - \mu_{j})}.$$  

Let \( \omega \) be the hypothesis we test which contains \( m \) multivariate normal populations whose means lie on a line through \((\mu_1, \mu_2, \ldots, \mu_p)\) with direction numbers \( \lambda_c \), (where the \( \mu \)'s and \( \lambda \)'s are not specified). We can denote the hypothesis as

\( \omega: ||\omega_{ij}|| = ||\omega_{ij}|| = \ldots = ||\omega_{ij}|| = ||\omega_{ij}|| \) positive definite;

\[-\infty < \mu_c < +\infty \quad c=1, 2, \ldots, p,\]

\[-\infty < \lambda_c < +\infty \quad c=1, 2, \ldots, p,\]

\[-\infty < \gamma_q < +\infty \quad q=1, 2, \ldots, m,\]
with

\[ \sum_{q=1}^{n} n^q y^q = 0 \] (87)

and

\[ \sum_{q=1}^{n} n^q (y^q)^2 = 1 \] (88)

The number of observations in the \( q \)-th sample is \( n^q \). The probability density function of the \( q \)-th population is

\[
\frac{1}{\sigma_i^q \Gamma(q/2)} \left( \frac{1}{q} \right)^{1/2} \cdot \frac{1}{\sqrt{2\pi}} \frac{1}{q} \sum_{i,j=1}^{p} \sigma_{ij}^q \left( \mu_i^{q} - \mu_i \cdot \gamma_j^{q} \cdot \mu_j - \lambda_j \cdot \gamma^q \right)
\]

In other words, the hypothesis is

\[ \mu_i^q = \mu_i + \lambda_i \gamma^q \]
Let us consider $m$ samples $\{ \chi_{i,\alpha}^q \}$ ($\alpha=1,2,\ldots,n^q$) from the $m$ populations. The associated probability density function is

$$ P_N = \frac{1}{(2\pi)^{\frac{1}{2}pn^q}} e^{-\frac{1}{2} \sum_{i,j=1}^p \sum_{q=1}^{n^q} \sum_{\alpha=1}^{n^q} \sigma_{ij}^q (\chi_{i,\alpha}^q - \mu_{i,j}^q) (\chi_{j,\alpha}^q - \mu_{j}^q) } ,$$

where $N = \sum_{q=1}^m n^q$. We maximise this function with respect to the $\Omega$ set. Differentiating with respect to $\mu_{i,j}^q$ and setting the resulting expression equal to zero, we obtain

$$ \frac{\partial P_N}{\partial \mu_{i,j}^q} = P_N \sum_{j=1}^p \sum_{\alpha=1}^{n^q} \sigma_{ij}^q (\chi_{j,\alpha}^q - \mu_{j}^q) = 0, \quad i=1,2,\ldots,p, \quad q=1,2,\ldots,m.$$ 

Since $\| \sigma^{-1}_{ij} \|$ is the matrix of each set of $p$ equations in the $p$ unknowns $\sum_{\alpha=1}^{n^q} (\chi_{j,\alpha}^q - \mu_{j}^q)$ and is non-singular, we
have
\[ \sum_{\alpha=1}^{n^q} (x_{j,\alpha}^q - \mu_j^q) = 0. \]

Hence, we choose \( \mu_j^q = \bar{x}_j^q = \frac{1}{n^q} \sum_{\alpha=1}^{n^q} x_{j,\alpha}^q \).

Next we differentiate (89) with respect to \( \sigma^{-1} \), obtaining
\[ \frac{\partial P_N}{\partial \sigma_{ij}^-} = P_N \left[ N \sigma_{ij}^- - \sum_{q=1}^{m} \sum_{\alpha=1}^{n^q} (x_{i,\alpha}^q - \mu_i^q)(x_{j,\alpha}^q - \mu_j^q) \right] = 0, \quad i \neq j, \]
and
\[ \frac{\partial P_N}{\partial \sigma_{ii}^-} = P_N \left[ N \sigma_{ii}^- - \frac{1}{2} \sum_{q=1}^{m} \sum_{\alpha=1}^{n^q} (x_{i,\alpha}^q - \mu_i^q)^2 \right] = 0, \]
where
\[ \| \sigma_{ij}^- \| = \| \sigma_{ij}^- \|^{-1}. \]

Therefore, we choose as the maximum likelihood estimate of \( \sigma_{ij}^- \)
\[ \hat{\sigma}_{ij}^- = \frac{1}{N} \sum_{q=1}^{m} \sum_{\alpha=1}^{n^q} (x_{i,\alpha}^q - \hat{\mu}_i^q)(x_{j,\alpha}^q - \hat{\mu}_j^q) = \frac{1}{N} a_{ij}, \quad \text{s.a.y.}, \]
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Then the maximum of the likelihood function (89) over $\Omega$ is

$$
P_N(\Omega_{\text{max}}) = \frac{1}{(2\pi)^{\frac{1}{2}pN}} N^{\frac{1}{2}pN} e^{-\frac{1}{2}pN}.
$$

Now let us maximise (89) with respect to the $\omega$ set. First we differentiate with respect to $\mu_1$ and set the result equal to zero; that is,

$$
\frac{\partial P_N}{\partial \mu_i} = P_N \sum_{q=1}^{m} \sum_{j=1}^{p} \sum_{\alpha=1}^{n^q} \sigma^{-ij}(\kappa^{j, \alpha} - \mu_j - \gamma^j \lambda_i) = 0.
$$

Since $|\sigma^{-1ij}| \neq 0$, we have

$$
\sum_{q=1}^{m} \sum_{\alpha=1}^{n^q} (\kappa^{j, \alpha} - \mu_j - \gamma^j \lambda_i) = 0.
$$

Since

$$
\sum_{q=1}^{m} \eta^q \gamma^o = 0,
$$

the summation (90) gives as the maximum likelihood estimate

$$
\hat{\mu}_j = \bar{\kappa}_j = \frac{1}{N} \sum_{q=1}^{m} \sum_{\alpha=1}^{n^q} \kappa^{j, \alpha}_q.
$$
Next we differentiate with respect to $\lambda_j$, obtaining,

$$\frac{\partial \mathcal{P}_N}{\partial \lambda_j} = \mathcal{P}_N \sum_{q=1}^{m} \sum_{j=1}^{\xi} \sum_{\alpha=1}^{\eta} \sigma^\xi \left( \chi_j^q \lambda_j^q \right) \gamma^j \lambda_j = 0.$$  

Since $|\sigma^{-1}j| \neq 0$, we have

$$\sum_{q=1}^{m} \sum_{\alpha=1}^{\eta} \left( \gamma^q \chi_j^q \lambda_j^q \right) \gamma^j \lambda_j = 0.$$  

In view of (87) and (88), we find

$$\hat{\lambda}_j = \sum_{q=1}^{m} \gamma^q \lambda_j^q \chi_j^q.$$  

Next we differentiate $\mathcal{P}_N$ with respect to $\sigma^{-1}j$, obtaining,

$$\frac{\partial \mathcal{P}_N}{\partial \sigma^c j} = \mathcal{P}_N \left[ N \sigma^c j - \sum_{q=1}^{m} \sum_{\alpha=1}^{\eta} \left( \chi_j^q - \mu_j^q \right) \left( \chi_j^q - \mu_j^q \right) \right] = 0, \; c \neq j,$$

and

$$\frac{\partial \mathcal{P}_N}{\partial \sigma^c c} = \mathcal{P}_N \left[ \frac{N}{2} \sigma^c c - \frac{1}{2} \sum_{q=1}^{m} \sum_{\alpha=1}^{\eta} \left( \chi_j^q - \mu_j^q \right)^2 \right] = 0.$$  
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Hence, we choose

$$N \hat{\sigma}_{ij} = \sum_{q=1}^{m} \sum_{\alpha=1}^{n} \left( \chi_{i\alpha}^{\alpha} - \bar{\chi}^{\alpha} \sum_{r=1}^{m} n^r r^r \bar{\chi}^{r} \right) \left( \chi_{j\alpha}^{\alpha} - \bar{\chi}^{\alpha} \sum_{r=1}^{m} n^r r^r \bar{\chi}^{r} \right)$$

$$= \tilde{a}_{ij} - \left( \sum_{r=1}^{m} n^r r^r \bar{\chi}^{r} \right) \left( \sum_{q=1}^{m} n^q r^q \bar{\chi}^{q} \right)$$

where

$$\tilde{a}_{ij} = \sum_{q=1}^{m} \sum_{\alpha=1}^{n} \left( \chi_{i\alpha}^{\alpha} - \bar{\chi}^{\alpha} \right) \left( \chi_{j\alpha}^{\alpha} - \bar{\chi}^{\alpha} \right) = a_{ij} + b_{ij}$$

and

$$b_{ij} = \sum_{q=1}^{m} n^q \left( \bar{\chi}^{q} - \bar{\chi}^{r} \right) \left( \bar{\chi}^{q} - \bar{\chi}^{r} \right).$$

We note, incidentally, that for a given $q \sum_{\alpha=1}^{n} \left( \chi_{i\alpha}^{\alpha} - \bar{\chi}^{\alpha} \right) \left( \chi_{j\alpha}^{\alpha} - \bar{\chi}^{\alpha} \right)$ has a Wishart distribution with $n^q - 1$ degrees of freedom (for $n^q > 1$). So $\|a_{ij}\|$ has a Wishart distribution with $N-m$ degrees of freedom.

Next we maximize $P_N$ with respect to $\gamma^F$, that is, we
maximize
\[
\left| \hat{a}_{ij} - \left( \sum_{r=1}^{m} h^{r} y^{r} \bar{x}_{i}^{r} \chi \sum_{q=1}^{n} h^{q} y^{q} \bar{x}_{j}^{q} \right) \right|^{-\frac{1}{2}} \frac{1}{\sqrt{2\pi} p N} e^{-\frac{1}{2} p N}.
\]

To find the \( \hat{y}^{q} \) we must minimise
\[
\left| \hat{a}_{ij} - \left( \sum_{r=1}^{m} h^{r} y^{r} \bar{x}_{i}^{r} \chi \sum_{q=1}^{n} h^{q} y^{q} \bar{x}_{j}^{q} \right) \right|
\]
\[(91)\]
\[
= \left| \hat{a}_{ij} \right| \cdot \left| 1 - \sum_{r=1}^{m} \hat{a}^{r} \hat{y}^{r} \left( \sum_{q=1}^{n} h^{q} y^{q} \bar{x}_{j}^{q} \right) \right|.
\]

that is, we must maximize
\[
Q = \sum_{i,j=1}^{p} \sum_{r,q=1}^{m} \hat{a}^{r} \hat{y}^{r} \bar{x}_{i}^{r} \bar{x}_{j}^{q} \left( \sum_{q=1}^{n} h^{q} y^{q} \bar{x}_{j}^{q} \right).
\]
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subject to the restrictions

\[ \sum_{q=1}^{m} n^q \gamma^q = 0, \]
\[ \sum_{q=1}^{m} n^q (\gamma^q)^2 = 1. \]

Let

\[ f = Q - \nu \sum_{q=1}^{m} n^q \gamma^q - \mu \left( \sum_{q=1}^{m} n^q (\gamma^q)^2 - 1 \right), \]

where \( \nu \) and \( \mu \) are Lagrange multipliers. Differentiating \( f \) with respect to \( \gamma^r \) and setting the result equal to zero, we obtain

\[ \frac{\partial f}{\partial \gamma^r} = 2 \sum_{i,j=1}^{p} \sum_{q=1}^{m} \hat{a}^{ij} \hat{n}^r \hat{n}^q \gamma^q \gamma^r - \nu n^r - 2 \mu n^r \gamma^r = 0. \]
Summing (92) with respect to \( r \), in view of (87) we obtain

\[
N \cdot \sum_{i,j=1}^{p} \sum_{q=1}^{m} \tilde{a}_{ij} \overline{X}_i \overline{X}_j \eta^q \gamma^q - \nu N = 0
\]

Hence, (92) can be written as

\[
2 \sum_{i,j=1}^{p} \sum_{q=1}^{m} \tilde{a}_{ij} (\overline{X}_i - \overline{X}_j) \overline{X}_j \eta^r \eta^q \gamma^q - 2 \mu \eta^r \gamma^r = 0,
\]

or, in view of (87), dividing by 2, we have

\[
(93) \sum_{i,j=1}^{p} \sum_{q=1}^{m} \tilde{a}_{ij} (\overline{X}_i - \overline{X}_j)(\overline{X}_j - \overline{X}_j) \eta^r \eta^q \gamma^q - \mu \eta^r \gamma^r = 0.
\]

Multiplying (93) by \( \gamma^p \) and summing, we obtain

\[
\sum_{r,q=1}^{m} \sum_{i,j=1}^{p} \tilde{a}_{ij} (\overline{X}_i - \overline{X}_j)(\overline{X}_j - \overline{X}_j) \eta^r \eta^q \gamma^q - \mu = 0.
\]
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Substituting this value of $\mu$ in (95) we obtain the set of equations for $\gamma^q$,

$$
\sum_{q=1}^m \left\{ \sum_{i,j=1}^l \tilde{a}^{ij} (\bar{x}_c^{i} - \bar{x}_c^{j}) (\bar{x}_j^{q} - \bar{x}_j^{q}) \sqrt{\eta^{i} \eta^{j} \eta^{q}} \right\} (\sqrt{\eta^{q}} \gamma^q)
$$

(94)

$$
-(\sqrt{\eta^{r}} \gamma^r) \left[ \sum_{r,q=1}^m \left\{ \sum_{i,j=1}^p \tilde{a}^{ij} (\bar{x}_c^{i} - \bar{x}_c^{j}) (\bar{x}_j^{q} - \bar{x}_j^{q}) \sqrt{\eta^{i} \eta^{j} \eta^{q}} \right\} (\sqrt{\eta^{q}} \gamma^q) (\sqrt{\eta^{q}} \gamma^q) \right].
$$

For a solution $(\sqrt{\eta^{r}} \gamma^r)$ it is necessary that the determinant of the matrix of the coefficients be zero. Such a condition is simply that the quantity in brackets in (94) is a root of

$$
(95) \left| \sum_{i,j=1}^l \tilde{a}^{ij} (\bar{x}_c^{i} - \bar{x}_c^{j}) (\bar{x}_j^{q} - \bar{x}_j^{q}) \sqrt{\eta^{i} \eta^{j} \eta^{q}} - \phi \delta^{rq} \right| = 0.
$$
Since $Q$ can be written as

$$
\sum_{r=1}^{m} \sum_{c=1}^{p} \tilde{a}_{ij} \left( \sum_{i,j=1}^{n} (\bar{x}_i - \bar{x}_c) (\bar{x}_j - \bar{x}_c) \right),
$$

its maximum is equal to a root of (95). Because we want $Q$ maximum, we take the largest root, say, $\phi_1$, for $Q$. However, the non-zero roots of (95) are also the non-zero roots of

$$
(96) \quad \sum_{q=1}^{m} \rho_q (\bar{x}_c - \bar{x}_c)(\bar{x}_j - \bar{x}_j) = 0.
$$

This fact is proved in the Lemma of (B). The equations (95) and (96) are similar to (111) and (113).

Equation (96) can be written as

$$
(97) \quad \left| b_{ij} - \phi (a_{ij} + b_{ij}) \right| = 0.
$$
The likelihood ratio criterion is then (by use of (91))

\[ \Lambda = \frac{P_N(\omega \text{ m\&n})}{P_N(\omega \text{ m\&a})} = \frac{|a_{ij}|^{\frac{1}{2}N}}{\left\{ \left( |a_{ij} + b_{ij}|(1 - \phi_1) \right)^{\frac{1}{2}N} \right\} } , \]

where \( \phi_1 \) is the largest root of the equation (97). The test for collinearity of means may be taken as

\[ \Lambda^{\frac{\varphi}{N}} = \frac{|a_{ij}|}{|a_{ij} + b_{ij}|(1 - \phi_1)} . \]

Let \( \Theta = \frac{\phi}{1 - \varphi} \)

Then

\[ \Lambda^{\frac{\varphi}{N}} = \frac{|a_{ij}|(1 + \Theta_1)}{|a_{ij} + b_{ij}|} , \]

where \( \Theta_1 \) is the largest root of

\[ (98) \quad |b_{ij} - \Theta a_{ij}| = 0 . \]
There exists a non-singular matrix $H$, since $||a_{ij}||$ is positive definite, so

$$H \| a_{ij} \| H' = I,$$

the identity, and

$$H \| b_{ij} \| H' = \begin{bmatrix}
\Theta_1 & 0 & \cdots & 0 \\
0 & \Theta_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Theta_p
\end{bmatrix},$$

where $\Theta_1, \ldots, \Theta_p$ are the roots in descending order of (98). The test function then is

$$\Lambda = \left\{ \frac{|H| \cdot |a_{ij}| \cdot |H'| (1 + \Theta_i)}{|H| \cdot |a_{ij} + b_{ij} H' H'|} \right\}^{\frac{1}{2} N}$$

$$= \frac{(1 + \Theta_i)^{\frac{1}{2} N}}{
\begin{bmatrix}
1 + \Theta_1 & 0 & \cdots & 0 \\
\delta & 1 + \Theta_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\delta & \delta & \cdots & 1 + \Theta_p
\end{bmatrix}^{\frac{1}{2} N}
\right}$$

$$= \prod_{i=2}^{p} (1 + \Theta_i)^{-\frac{1}{2} N}.$$
B. Testing Higher Dimensionality.

Let us consider the general problem of testing on the basis of samples whether the means of \( m \) populations in \( p \) variates lie on an \( h \) dimensional hyperplane. The hypothesis to be tested is whether the mean of the \( i \)-th variate in the \( q \)-th population can be written as

\[
\mu_i^q = \mu_i + \sum_{\beta=1}^{h} \gamma_{\beta}^{q} \lambda_i \rho_i, \quad i = 1, 2, \ldots, p; \quad q = 1, 2, \ldots, m.
\]

We form the likelihood ratio criterion defining the sets \( \Omega \) and \( \omega \) as follows:

\( \Omega : \| \sigma_i \| = \| \sigma_i \| = \ldots = \| \sigma_i \|, \) positive definite,

\(-\infty \leq \mu_i \leq \infty, \quad i = 1, 2, \ldots, p; \quad q = 1, 2, \ldots, m. \)

\( \omega : \| \sigma_i \| = \| \sigma_i \| = \ldots = \| \sigma_i \|, \) positive definite,

\(-\infty < \lambda_i \leq \infty, \quad i = 1, 2, \ldots, p, \)

\(-\infty < \gamma_{\beta} \leq \infty, \quad \beta = 1, 2, \ldots, h; \quad q = 1, 2, \ldots, p. \)
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where

$$\sum_{q=1}^{m} n^{q} y_{q}^{1} = 0,$$

$$\sum_{q=1}^{m} n^{q} y_{q}^{\beta} y_{q}^{\varepsilon} = \delta_{\beta \varepsilon},$$

and

$$\sum_{i,j=1}^{p} \sigma^{ij} \lambda_{i}^{\beta} \lambda_{j}^{\varepsilon} = 0, \quad \beta \neq \varepsilon.$$

The maximum of $P_{N}$ over the $\Omega$ set is, as before,

$$P_{N}(\Omega \text{ max}) = \frac{1}{(2\pi)^{\frac{1}{2} pN}} \frac{1}{\sqrt{2^{N}}} \frac{1}{\sqrt{pN}} e^{-\frac{1}{2} pN}.$$
To maximize with respect to $\omega$ we find $\hat{\mu}_i$, $\hat{\lambda}_{ij}$, $\hat{\sigma}_{ij}$, and $\hat{\gamma}_j$, respectively. Differentiating with respect to $\hat{\mu}_i$, we have

$$\frac{\partial \tilde{P}_N}{\partial \hat{\mu}_i} = \tilde{P}_N \sum_{q=1}^{m} \sum_{j=1}^{p} \sum_{a=1}^{n^q} \sigma_{ij}^a (\chi_{j}^a - \mu_j - \frac{1}{2} \sum_{\beta=1}^{h} \chi_{j}^a \lambda_{j\beta}) = 0.$$ 

Therefore,

$$\sum_{q=1}^{m} \sum_{a=1}^{n^q} (\chi_{j\alpha}^a - \mu_j - \sum_{\beta=1}^{h} \chi_{j}^a \lambda_{j\beta}) = 0.$$ 

Since $\sum_{q=1}^{m} n^q \chi_{j}^a = 0$, we have

and

$$\sum_{q=1}^{m} \sum_{a=1}^{n^q} \chi_{j\alpha}^a = N \mu_j,$$

(103)

$$\hat{\mu}_j = \overline{\chi_j}.$$
Next, we differentiate with respect to $\lambda_{j\beta}$ and obtain

$$\frac{\partial P_N}{\partial \lambda_{i\beta}} = P_N \sum_{q=1}^m \sum_{j=1}^p \sum_{\alpha=1}^r \sigma_{ij}^q \left( \chi_{j\alpha}^q - \gamma_{\beta \epsilon}^q \lambda_{j\epsilon}^q - \sum_{\epsilon=1}^k \gamma_{\epsilon \beta}^q \lambda_{j\epsilon}^q \right) \gamma_{\epsilon \beta}^q = 0. $$

Therefore,

$$\sum_{q=1}^m \sum_{\alpha=1}^r \left( \gamma_{\beta \epsilon}^q \chi_{j\alpha}^q - \gamma_{\beta \epsilon}^q \mu_j^q - \gamma_{\beta \epsilon}^q \sum_{\epsilon=1}^k \gamma_{\epsilon \beta}^q \lambda_{j\epsilon}^q \right) = 0. $$

Since $\sum_{q=1}^m \sum_{\epsilon=1}^r \gamma_{\epsilon \beta}^q \gamma_{\epsilon \beta}^q = \delta_{\epsilon \beta}$, we have

$$\sum_{q=1}^m \sum_{\alpha=1}^r \gamma_{\beta \epsilon}^q \chi_{j\alpha}^q = \sum_{q=1}^m \gamma_{\beta \epsilon}^q \mu_j^q \lambda_{j\epsilon}^q,$$

$$\lambda_{j\beta} = \sum_{q=1}^m \gamma_{\beta \epsilon}^q \chi_{j\epsilon}^q.$$

It will be shown later that (101) is satisfied by $\lambda_{j\beta}$ because of the properties of $\gamma_{\beta}^q$. 
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Differentiating with respect to $\sigma_{ij}$, we obtain

$$\frac{\partial P_N}{\partial \sigma_{ij}} = P_N \left\{ \sum_{q=1}^{\eta} \sum_{a=1}^{\eta} (\chi_{i,a}^q - \mu_{i,a}^q \chi_{j,a}^q - \mu_{j,a}^q) \right\} = 0, \quad i \neq j$$

and

$$\frac{\partial P_N}{\partial \sigma_{ii}} = P_N \left\{ \frac{N}{2} \sigma_{ii} - \frac{1}{2} \sum_{q=1}^{\eta} \sum_{a=1}^{\eta} (\chi_{i,a}^q - \mu_{i,a}^q)^2 \right\} = 0.$$ 

Therefore

$$N \sigma_{ij} = \sum_{q=1}^{\eta} \sum_{a=1}^{\eta} (\chi_{i,a}^q - \overline{\chi}_i - \sum_{\rho=1}^{h} \gamma_{\rho}^q \chi_{i,r} \sum_{r=1}^{\eta} \gamma_{\rho}^r \overline{\chi}_i \sum_{\xi=1}^{\eta} \gamma_{\xi}^q \chi_{i,\xi} \overline{\chi}_i)$$

$$= \tilde{\sigma}_{ij} - \sum_{\rho=1}^{h} \gamma_{\rho}^q \chi_{i,r} \sum_{r=1}^{\eta} \gamma_{\rho}^r \overline{\chi}_i \sum_{\xi=1}^{\eta} \gamma_{\xi}^q \chi_{i,\xi} \overline{\chi}_i$$

$$= a_{ij}, \text{ say.}$$

$$a_{ij} + b_{ij} = \frac{\eta}{\eta} \sum (\chi_{i,a}^q - \overline{\chi}_i) (\chi_{j,a}^q - \overline{\chi}_j) + \eta (\overline{\chi}_i - \overline{\chi}_j) \overline{\chi}_j - \overline{\chi}_i$$
The maximum of $P_N$ with respect to the $\gamma_{\rho}^q$ under restriction (100) is the minimum of

$$
\mathcal{L} = \sum_{\beta=1}^{h} \gamma_{\beta} \left( \sum_{q=1}^{m} n_{\beta}^{q} \gamma_{\rho}^{q} \right) + \sum_{\beta, \epsilon=1}^{h} \mu_{\beta \epsilon} \left( \sum_{q=1}^{m} n_{\beta}^{q} \gamma_{\rho}^{q} \gamma_{\epsilon}^{q} - \delta_{\beta \epsilon} \right),
$$

where $\gamma_{\beta}$ and $\mu_{\beta \epsilon}$ are Lagrange multipliers. Differentiating with respect to $\gamma_{\beta}^q$ and setting the result equal to zero, we obtain

$$(104): -2 \sum_{r=1}^{m} \sum_{\epsilon=1}^{p} A_{ij}^r \bar{n}_{i}^{q} \bar{x}_{i}^{r} \bar{r}_{j}^{r} \gamma_{\beta}^{r} + n_{i}^{q} \gamma_{\rho}^{q} + 2 \sum_{\epsilon=1}^{h} \mu_{\beta \epsilon} \gamma_{\epsilon}^{q} - 0,$$

where $A_{ij}^{r}$ is the cofactor of $a_{ij}$ in $|a_{ij}|$. Summing (104) with respect to $q$ we find

$$
-2 N \sum_{r=1}^{m} \sum_{\epsilon=1}^{p} A_{ij}^r \bar{n}_{i}^{q} \bar{x}_{i}^{r} \bar{r}_{j}^{r} \gamma_{\beta}^{r} + N \gamma_{\rho}^{q} = 0.
$$
Substituting in (104), we obtain, noting that \(\sum_{q=1}^{m} \eta q \gamma q = 0\),

\[-2 \sum_{r=1}^{m} \sum_{i,j=1}^{p} \tilde{A}_{ij} (\tilde{x}_{i}^{r} \tilde{x}_{j} (\tilde{x}_{i}^{r} \tilde{x}_{j}^{r})) + \sum_{\varepsilon=1}^{h} \mu_{\varepsilon} + \sum_{\varepsilon=1}^{h} \eta \gamma \eta \varepsilon = 0.\]

Thus the problem reduces to maximizing

\[
(105) \quad \tilde{a}_{ij} - \sum_{\rho=1}^{h} \left[ \sum_{r=1}^{m} \eta \gamma \rho \tilde{x}_{i}^{r} (\tilde{x}_{i}^{r} \tilde{x}_{j}^{r}) \right] \left[ \sum_{q=1}^{m} \eta \gamma \rho \tilde{x}_{q}^{r} (\tilde{x}_{q}^{r} \tilde{x}_{j}^{r}) \right]
\]

under the restriction \(\sum_{r=1}^{m} \eta \gamma \rho \gamma \varepsilon = \delta_{\rho} \varepsilon\).

We need the following lemma.

**Lemma**

Let \(d_{ij} = \sum_{r=1}^{m} \tilde{x}_{i}^{r} \tilde{x}_{j}^{r}\) \((i,j=1,2,\ldots,p)\).
where $|d_{i,j}|$ is of rank $\min(m-1, p)$ and let

$$a_{c,j} = c_{c,j} + d_{c,j}$$

where $|c_{i,j}|$ is positive definite and symmetric. Then the maximum of

$$
\phi = \left| a_{c,j} - \sum_{\beta=1}^{h} \left( \sum_{\alpha=1}^{m} \chi_\alpha^\beta \chi_{c,\alpha} \chi_{q,\beta} \chi_{q,\alpha} \right) \right|
$$

($h \leq \min(m-1, p)$) over variations of the set $|\chi_q^\alpha|$ subject to the restrictions

$$
\sum_{r=1}^{m} \chi_r^\alpha \chi_r^\beta = \delta^\alpha\beta
$$

(106)

(where $\delta^\alpha\beta$ is the Kronecker delta) is

$$
\left| a_{c,j} \right| \prod_{\beta=1}^{h} \left(1 - \psi_\beta \right),
$$
where the $\gamma_{p}$ are the $n$ largest roots of

$$\| a_{\cdot j} - \sum_{p=1}^{h} \gamma_{p} b_{\cdot j} \| = 0.$$  

**Proof:** Consider

$$\omega = \phi + \sum_{\alpha \leq \rho}^{\frac{h}{\alpha}} \mu_{\alpha \rho} \left( \sum_{r=1}^{m} \gamma_{r} x_{r}^{\alpha} x_{r}^{\rho} - f_{\alpha \rho} \right),$$

where the $\mu$'s are Lagrange multipliers.

Differentiating $\omega$ with respect to $\gamma_{r}$ and setting equal to zero we obtain

$$(107) \quad \frac{d\omega}{d\gamma_{r}} = -2 \sum_{q=1}^{m} \sum_{i,j=1}^{p} b_{ij} \gamma_{r} x_{i}^{q} x_{j}^{q} + 2 \sum_{\alpha = 1}^{\rho} \mu_{\alpha \rho} \gamma_{r} = 0,$$

where $b_{ij}$ is an element of the inverse of

$$\| b_{\cdot j} \| = \| a_{\cdot j} - \sum_{p=1}^{h} \gamma_{p} b_{\cdot j} \left( \sum_{r=1}^{m} \gamma_{r} x_{r}^{\rho} x_{r}^{\rho} \right) \|.$$
Multiplying (107) by $\gamma_r^\beta (\gamma^\rho) \text{and summing on } r$, we obtain

$$-2 \left| b_{ij} \right| \sum_{r=1}^m \sum_{i,j=1}^p b_{ij} x_r^\beta \gamma_r^\beta x_j^\gamma \gamma_j^\gamma + 2 \mu \gamma^\rho = 0 \quad (\gamma^\rho.)$$

This equation can be solved for $\mu \gamma^\rho$.

Then (107) can be written as

$$(108) \quad \sum_{q=1}^m D_r^q \gamma_q^\beta = \sum_{\alpha=1}^\beta \gamma^\alpha \left( \sum_{\gamma_q=1}^\gamma D^{\gamma_q} \gamma_q^\beta \gamma_q^\alpha \right),$$

where

$$D_r^q = \sum_{i,j=1}^p b_{ij} x_r^\beta x_j^\gamma.$$
and is of rank $\min(m-1,p)$. Multiplying (108) by $y_r^\gamma$ ($\gamma > \beta$) and summing over $r$, we obtain

\[
\sum_{r,q=1}^m D^{r^q} y_q^\beta y_r^\gamma = \sum_{\gamma = 1}^\beta \sum_{\gamma = 1}^\gamma \left( \sum_{s,q=1}^m D^{s^q} y_s^\beta y_s^\alpha \right)
\]

for $\gamma > \beta$ and for $\alpha \leq \beta$, that is

\[
(109) \quad \sum_{r,q=1}^m D^{r^q} y_q^\beta y_r^\gamma = 0
\]

for $\gamma > \beta$. Since

\[
\sum_{r,q=1}^m D^{r^q} y_q^\beta y_r^\gamma = \sum_{r,q=1}^m D^{r^q} y_q^\gamma y_r^\beta
\]

we have

\[
\sum_{r,q=1}^m D^{r^q} y_q^\beta y_r^\gamma = 0
\]
for \( \gamma \neq \beta \). Then (108) can be written as

\[
(110) \quad \sum_{q=1}^{m} D^{r_q} \gamma_q^\beta = \gamma_r^\beta \left( \sum_{s,q=1}^{m} D^{s_q} \gamma_s^\beta \gamma_q^\beta \right).
\]

It is clear that \( \gamma_r^\beta \) are the characteristic vectors of \( ||D^{rq}|| \) and

\[
\sum_{r,q=1}^{m} D^{r_q} \gamma_r^\beta \gamma_q^\beta
\]

is the \( \beta \)-th characteristic root of \( ||D^{rq}|| \); i.e., root of

\[
(111) \quad |D^{r_q} - \lambda \delta^{r_q}| = 0,
\]

say \( \lambda^\beta \). Then (109) can be written as

\[
(112) \quad \sum_{q=1}^{m} D^{r_q} \gamma_q^\beta = \lambda^\beta \gamma_r^\beta.
\]
Next consider the pair of matrices $||b_{i,j}||$ and $\sum_{r=1}^{m} \chi_{r}^{c} \chi_{r}^{r}$. Let $w_{\beta}^{i}$ be the $i$-th coordinate of the $\beta$-th vector associated with the equation

\begin{equation}
(113) \quad \sum_{r=1}^{m} \chi_{r}^{c} \chi_{r}^{r} - \theta_{\beta} b_{i,j} = 0;
\end{equation}

that is,

\begin{equation}
(114) \quad \theta_{\beta} \sum_{i=1}^{p} b_{i,j} w_{\beta}^{i} = \sum_{j=1}^{p} \sum_{r=1}^{m} \chi_{r}^{c} \chi_{r}^{r} w_{\beta}^{j},
\end{equation}

where $\theta_{\beta}$ is a root of (113) (and $\sum_{i,j=1}^{k} b_{i,j} w_{\beta}^{i} w_{\beta}^{j} = \delta_{\alpha\beta}$).

Multiplying (114) by $b_{i,k}$ and summing with respect to $i$, we have

\begin{equation}
(115) \quad \theta_{\beta} w_{\beta}^{k} = \sum_{i,j=1}^{k} \sum_{r=1}^{m} b_{i,k} \chi_{r}^{c} \chi_{r}^{r} w_{\beta}^{j}.
\end{equation}
Multiplying (115) by $\chi^q_k$ and sum on $k$; we have

$$\Theta_\beta \left( \sum_{k=1}^{p} \chi^q_k w^k_\beta \right) = \sum_{r=1}^{m} \sum_{i,j,k=h}^{p} b^{i,k} \chi^r_i \chi^q_k \left( \sum_{j=1}^{p} \chi^r_j w^j_\beta \right).$$

Comparing (116) with (112) we see that

$$\gamma^{p}_{q} = \sum_{h=1}^{p} \chi^q_k w^k_\beta$$

and

$$\chi^p = \Theta_\beta.$$  

Hence, from the characteristic vectors and roots associated with (111) we can go to those of (113).

Next we show that the $w^k_\beta$ are the vectors associated
with

\begin{equation}
\left| \sum_{r=1}^{m} x_i^r \chi_j^r - \psi \alpha_{ij} \right| = 0.
\end{equation}

From (114) we have that

\[
\Theta_y \sum_{j=1}^{p} x_j w_j^i - \Theta_y \sum_{j=1}^{p} \sum_{\beta=1}^{h} \left( \sum_{r=1}^{m} y_{r}^\beta x_i^r \chi_{1} \sum_{\gamma=1}^{m} y_{\gamma}^\beta x_j^\gamma \right) w_j^i = \sum_{j=1}^{p} \sum_{r=1}^{m} x_i^r x_j^r w_j^i;
\]

that is, (in view of (117) and (106))

\[
\Theta_y \sum_{j=1}^{p} x_j w_j^i - \Theta_y \sum_{\beta=1}^{h} \sum_{r=1}^{m} y_{r}^\beta x_i^r \chi_{\beta} \sum_{\gamma=1}^{m} y_{\gamma}^\beta x_j^\gamma = \sum_{j=1}^{p} \sum_{r=1}^{m} x_i^r x_j^r w_j^i.
\]
Transposing (and letting $\gamma^j_\beta = \sum_{j=1}^{p} \gamma_j^r \gamma^j_\beta$) we obtain

$$\Gamma \frac{\Sigma_{j=1}^{p} \alpha_{ij} \gamma_j^r}{1 + \Theta} = \sum_{j=1}^{p} \sum_{r=1}^{m} \gamma^r_j \gamma^r_\beta \gamma^j_\gamma.$$  \hfill (119)

Hence, we also have the result that the roots $\gamma^j_\beta$ of (118) are

$$\gamma^j_\beta = \frac{\Theta_j^\beta}{1 + \Theta_j^\beta} > \frac{\lambda^\beta}{1 + \lambda^\beta}.$$  

Hence, the $\lambda^\beta$ can be defined in terms of $a_{ij}$ and $\chi^r_1$ as well as the $y^j_\beta$. Although the $y^j_\beta$ are in the $D^{PQ}$ of (112), we nevertheless obtain a perfectly valid determination of the $y^j_\beta$. It remains to demonstrate the value of $\phi$.

We have

$$\phi = \left| a_{ij} - \sum_{\beta=1}^{h} \left( \sum_{r=1}^{m} \sum_{k=1}^{p} \chi_i^r \chi_k^r \gamma^r_\beta \chi_i^q \chi_k^q \gamma^q_\beta \right) \right|.$$  
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\[
\begin{align*}
\delta_{ij} &= \frac{\sum_{k=1}^{p} a_{ik} w_{i}^{k}}{(1 + \lambda_{i})^{2}} - \sum_{\beta=1}^{h} \frac{\left(\sum_{k=1}^{p} a_{i\beta} w_{\beta}^{k}\right)\left(\sum_{k=1}^{p} a_{j\beta} w_{\beta}^{k}\right)}{(1 + \lambda_{\beta})^{2}} \\
&= \frac{\sum_{k=1}^{p} a_{ik} w_{i}^{k}}{(1 + \lambda_{i})^{2}} - \sum_{\beta=1}^{h} \frac{\left(\sum_{k=1}^{p} a_{i\beta} w_{\beta}^{k}\right)\left(\sum_{k=1}^{p} a_{j\beta} w_{\beta}^{k}\right)}{(1 + \lambda_{\beta})^{2}} 
\end{align*}
\]

by (119).

Let

\[
\delta_{ij} = \sum_{k=1}^{p} f_{i\beta} f_{j\beta} 
\]

Then

\[
\phi = \| f_{\beta} \|^{2} - \sum_{\beta=1}^{h} \frac{\left(\sum_{k=1}^{p} f_{\beta k} w_{\beta}^{k}\right)\left(\sum_{k=1}^{p} f_{\beta j} w_{\beta}^{k}\right)}{(1 + \lambda_{\beta})^{2}} 
\]

However, \( \| f_{\beta} \| \) can be chosen so as to make

\[
\left\| \sum_{k=1}^{p} f_{\beta k} w_{\beta}^{k} \right\| = C \text{, say (} \beta \text{ is the column index)} 
\]

and

\[
\left\| \frac{\left(\sum_{k=1}^{p} f_{\beta k} w_{\beta}^{k}\right)}{(1 + \lambda_{\beta})^{2}} \right\| = \frac{C}{\lambda_{\beta}} \text{, say (} \beta \text{ is the column index)} 
\]
diagonal. Hence (121) is

\[ \Phi = | a_{ij} | \cdot | I - G \cdot G' |. \]

But the elements of $G' G$ must be the same as those of $G \cdot G'$ except for zeros. From (122) we have

\[
G' G = \left\| \sum_{i,j,h=1}^P \frac{f_{hi} \cdot f_{ij} \cdot w^h \cdot w^i}{1 + \lambda^{\alpha} \cdot \frac{1 + \lambda^\alpha}{\lambda^\alpha}} \right\|
\]

\[
= \left\| \sum_{k,j=1}^P \frac{\partial_{kj} \cdot w^k \cdot w^j}{1 + \lambda^\alpha \cdot \frac{1 + \lambda^\alpha}{\lambda^\alpha}} \right\|
\]

by (120). Using the fact that the $w$'s are characteristic vectors we have
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\[ G' G = \left\| \begin{array}{c} \delta_{\alpha \beta} \\ \frac{1 + \lambda^{2}}{\lambda^{2}} \end{array} \right\| \]

(124)

Since \( G \) is diagonal \( G G' \) must be diagonal with, say, the upper left hand \( h \) by \( h \) minor simply (124). Then we have

\[ \left| I - G G' \right| = \prod_{\beta=1}^{h} \left( \frac{1}{1 + \lambda^{2}} \right) = \prod_{\beta=1}^{h} (1 - \psi_{\beta}). \]

Hence, from (123)

\[ \phi = \left| a_{ij} \right| \prod_{\beta=1}^{h} (1 - \psi_{\beta}). \]

Thus the lemma is proved.

It follows from applying the above lemma that the maximum of (105) is

\[ \left| \tilde{a}_{ij} \right| = \prod_{\epsilon=1}^{h} (1 - \gamma_{\epsilon}). \]
where $\Psi_i$ ($i=1,2,\ldots,h$) are the $h$ largest roots of

$$
(126) \quad \sum_{r=1}^{m} (\bar{x}^{r}_c - \bar{x}_c) (\bar{x}^{r}_j - \bar{x}_j) n^r - \tilde{a}_{ij} = 0.
$$

Now we can demonstrate that (101) is fulfilled.

Equation (109) written in terms of $a_{ij}, \sqrt{n^r} \hat{y}^r_\rho$ and $\sqrt{n^r} (\bar{x}^r_c - \bar{x}_c)$ is

$$
(127) \quad \sum_{r'=1}^{m} \sum_{\rho'} \sum_{\rho''} a_{r' \rho} (\bar{x}^{r'}_c - \bar{x}_c) (\bar{x}^{r''}_j - \bar{x}_j) n^r \hat{y}^r_\rho n^{r''} \hat{y}^{r''}_\rho = 0
$$

for $\rho \neq \rho'$. Since we can write $\hat{\lambda}_{ij}$ as

$$
\hat{\lambda}_{ij} = \sum_{r=1}^{m} n^r \hat{y}^r_\rho (\bar{x}^r_c - \bar{x}_c).
$$
equation (127) is

\[
\sum_{i,j=1}^{p} a_{ij} \hat{\lambda}_{i} \hat{\lambda}_{j} = 0 = \delta_{p,\epsilon} \Theta_{p}
\]

for \( \beta \neq \epsilon \). Because \( a_{ij}^*/N \) is the maximum likelihood estimate of \( \sigma^{-1} \) (i.e., \( \sigma^{-1} = a_{ij}^*/N \)), the restrictions of (101) are satisfied.

We have, therefore, the maximum of \( P_N \) over \( \omega \), namely,

\[
P_N (\omega_{\max}) = \frac{|\omega \cdot \hat{a}_{ij}|^{-\frac{1}{2}} N}{N^{\frac{1}{2}} p N} e^{-\frac{1}{2} p N},
\]

where \( |\omega \cdot a_{ij}| \) is simply (125). The likelihood ratio criterion is the ratio of (128) and (102), namely

\[
\Lambda = \frac{P_N (\omega_{\max})}{P_N (\omega_{\max})} = \frac{|\hat{a}_{ij}|^{\frac{1}{2}} N}{\left\{ \frac{1}{2} |a_{ij} + b_{ij} \hat{\lambda}_{i} \hat{\lambda}_{j}^{*} (1 - \chi_{c}) | \right\}^{\frac{1}{2}} N}.
\]
There is a transformation \( ||c_{ij}|| \) such that
\[
|| \varphi_{ij} + b_{ij} || = || c_{ij} || \cdot || c_{ij} ||
\]
and
\[
|| \varphi_{ij} || = || c_{ij} || \cdot || (1 - \Psi_c) \delta_{ij} \cdot c_{ij} ||
\]
Therefore we can use as our test criterion
\[
\Lambda = \prod_{c \geq 1}^{p} (1 - \Psi_c) \left( \frac{1}{2} \right)^N,
\]
where the \( \Psi_c \) are the \((p-h)\) smallest roots of (126).
In terms of the \((p-h)\) smallest roots \( \Theta_1 \) of
\[
| b_{ij} - \Theta \varphi_{ij} | = 0,
\]
the criterion is
\[ \Lambda = \prod_{c=h+1}^{p} (1 + \theta_c)^{-\frac{1}{2} N} \frac{|a_c|}{|b_c|} \]

One can give a geometric interpretation of this criterion. The matrix \(a_{ij}\) represents the ellipsoid of the scatter of points about their means. It is an estimate of the population variance-covariance matrix. The matrix \(b_{ij}\) represents the sample estimate of the ellipsoid of the scatter of the means of the populations. The largest root of (129) measures the greatest difference between these two ellipsoids: The \(h\) largest roots measure the greatest \(h\) dimensional difference between the two. That is, the \(h\) corresponding vectors span an \(h\) dimensional hyperplane; the area on this hyperplane between the intersections with the ellipsoids is a maximum (over all \(h\) dimensional hyperplanes). Under the null hypothesis the \(h\) roots should absorb most of the scatter due to the true means being on an \(h\)-dimensional hyperplane. The remaining \(p-h\) roots.
simply measure the scatter due to error. However, if the null hypothesis is not true, the p-h smallest roots also include scatter due to the means. The test determines whether this scatter is due only to "error".

Let us summarize the results of Sections A and B.

Theorem 8.

Suppose a sample of \( n^r \) \((r=1, 2, \ldots, m)\) observations is drawn from each of the \( m \) normal multivariate populations with probability density functions \((86)\). Under the assumption that the variance-covariance matrix for each population is the same, the likelihood ratio criterion for testing the hypothesis that the means of the population lie in an \( h \) dimensional hyperplane (against the alternative hypothesis of the means lying anywhere) is

\[
\Lambda = \prod_{i=h+1}^{p} (1 + \theta_i)^{-\frac{1}{2} \bar{\epsilon} N},
\]

where the \( \theta_i \) \((i=h+1, \ldots, p)\) are the p-h smallest roots (including zeros) of equation \((129)\).
C. Fisher's Criterion for Testing Dimensionality.

R. A. Fisher [5] has intuitively obtained a test function for the hypothesis that the means lie on an \( n \) dimensional hyperplane. It can be readily shown (as Hsu has pointed out [9]) that Fisher's criterion is the sum of the \( p-h \) smallest roots of

\[
\sum_{r=1}^{m} \left( \bar{r} - \overline{\bar{r}} - \overline{\bar{r}} - \overline{\bar{r}} \right) + \lambda \cdot s_{ij} = 0,
\]

where

\[
s_{ij} = \frac{1}{\nu - m} \cdot a_{ij}
\]

Each set of characteristic vectors \( \gamma^{r} \beta \) (in our notation) he calls "components" or "comparisons".

Fisher suggested that his criterion was approximately distributed as \( \chi^{2} \) with \( (p-h)(n-1-h) \) degrees of freedom. Hsu [22] has proved that as \( N \) approaches infinity with
the ratios $n_i^p/N$ constant the limiting distribution of the quantity

$$\sum_{i=h+1}^{p} \lambda_i$$

is the $\chi^2$ distribution with $(p-h)(m-1-h)$ degrees of freedom.

D. Higher Dimensionality as an Alternative Hypothesis.

Suppose we wish to test the hypothesis that the means of the $m$ populations lie on an $f$ dimensional hyperplane assuming that they lie on a $g$ ($f<g$) dimensional hyperplane. In this case the $\omega$ set is defined in (99), (100) and (101) with $h$ equal to $f$. The $\Lambda$ set is the same with $h$ equal to $g$. Then $P_{\mathcal{N}}(\omega_{\max})$ is (128) with $h$ equal to $f$ and $P_{\mathcal{N}}(\Lambda_{\max})$ is the same with $h$ equal to $g$. The ratio is

$$\Lambda = \sum_{i=f+1}^{g} \frac{1}{(1+\Theta_i)} \left(1 + \Theta_i^2\right)^{-\frac{1}{2}} N$$

where the $\Theta_i$ are the roots of (129).

If one wishes to test whether the means lie at a point assuming they lie on a line, the test function is
simply
\[
(1 + \theta_1)^{-\frac{1}{2}} N,
\]

If one wishes to test linearity assuming coplanarity, one uses
\[
(1 + \theta_2)^{-\frac{1}{2}} N
\]
as the criterion.

Fisher's intuitive approach would lead to the general test function (if dimension hyperplane against a g dimension hyperplane) of
\[
\sum_{i=f+1}^{g} \lambda_i,
\]
where the \( \lambda \)'s are roots of (130).

E. **Maximum Likelihood Estimates of the Lines or Hyperplanes.**

If one tests for collinearity and finds that the hypothesis is not contradicted, one may wish to estimate the line and the position of the mean points on it. In general one may wish to estimate the h dimensional hyper-
plane and the position of the mean points upon it. These estimates are the maximum likelihood estimates. First one obtains $w^i_\beta$ for each $\beta (\beta = 1, 2, \ldots, h)$ as the coordinates of the characteristic vectors associated with the h largest roots of (129). Then (using (117)) we obtain the $\sqrt{n^r} \hat{\gamma}^r_\beta$ from the equations

$$\sqrt{n^r} \hat{\gamma}^r_\beta = \sum_{i=1}^p w^i_\beta \sqrt{n^r} (\bar{X}_i^r - \bar{X}^r_i) .$$

The direction ratios of the lines spanning the h dimensional hyperplane in p dimensions are given by

$$\hat{\lambda}_j^r_\beta = \sum_{r=1}^m n^r \gamma^r_\beta \bar{X}^r_j$$

$$= \sum_{r=1}^m \sum_{i=1}^p n^r (\bar{X}_i^r - \bar{X}^r_i)^T (\bar{X}_j^r - \bar{X}^r_j) w^i_\beta$$

$$= \sum_{i=1}^p b^i \ psi_{\psi} \psi^i_\beta .$$ (with $b^i$ of Lemma)

$$= \psi_{\psi} \sum a^i \ psi_{\psi} \psi^i_\beta$$

$= 140 -$
Finally the $\mu_j$ are given by (103). From these estimates
($\hat{\mu}_j$, $\hat{\lambda}_j$, $\hat{\gamma}_j$) one can estimate the mean $\mu_j$ of
the $j$-th characteristic of the $r$-th population under the null hypothesis.

F. Asymptotic Distributions.

Hsu [9] has given the limiting distribution of the $\Theta_i$. Suppose there are $h$ $\chi^2$'s different from zero
and suppose $l$ is the minimum of $m-1$ and $p$. Let the multiplicities of the $\chi^2$'s be $\mu_s$ ($s=1, 2, \ldots, \nu$). Then let
\[ a_0 = 0, \ a_1 = \mu_1, \ a_s = \mu_1 + \ldots + \mu_s \ (s = 1, 2, \ldots, \nu), \]
\[ a_\nu = h. \]

Let
\[ \lambda_s = \kappa_s^2, \ c = a_{s-1} + 1, \ a_s; \ s = 1, 2, \ldots, \nu, \]
Now the \( \lambda \)'s are distinct (\( \lambda_1 > \lambda_2 > \ldots > \lambda_v \)). Let

\[
\zeta_c = \frac{\sqrt{N} \left( \Theta_c - \lambda_s \right)}{\sqrt{2 \lambda_s^2 + 4 \lambda_s}}, \quad c = a_{s-1} + 1, \ldots, a_s; \quad s = 1, 2, \ldots, v;
\]

\[
\zeta_c = N \Theta_c, \quad c = h+1, \ldots, \gamma_1.
\]

The remaining \( \Theta \)'s are zero. Define \( M \) and \( q^r \) so that

\( n^r = M q^r \) (\( r = 1, 2, \ldots, m \)), where \( N = M \sum_{r=1}^{\infty} q^r \). Then, as shown by Hsu, the limiting distribution of the \( \zeta \)'s as \( M \to \infty \) is represented by the density

\[
D(\zeta_1, \ldots, \zeta_{a_1}) \cdot D(\zeta_{a_1+1}, \ldots, \zeta_{a_2}) \cdot D(\zeta_{a_2+1}, \ldots, \zeta_h) \cdot D(\zeta_{h+1}, \ldots, \zeta_{\gamma_1})
\]

(130)

where

\[
D(\chi_1, \ldots, \chi_m) = \frac{\sum_{c=1}^{m} \chi_i^2}{\prod_{c=1}^{m} \prod_{i=1}^{\gamma_c+1} (\chi_i - \chi_j)} \cdot \frac{\prod_{c=1}^{m} \Gamma(\frac{1}{2} i)}{2^{\frac{1}{2} m} \prod_{c=1}^{m} \Gamma(\frac{1}{2} i)} \cdot \prod_{\infty > \chi_i \geq \chi_2 \geq \ldots \geq \chi_m > -\infty}.
\]

-142-
and

\begin{equation}
D_1(\xi_{h+1}, \ldots, \xi_n) = \frac{\pi^{-\frac{1}{2}}(n-h)^{-\frac{1}{2}}}{\sqrt{p-h+1}} \sum_{j=h+1}^{n} \xi_j \prod_{i=h+1}^{j-1} (\frac{1}{2} \left[ \frac{1}{2} \right])^{\frac{1}{2}} \prod_{i=1}^{p} \Gamma \left( \frac{1}{2} \right)
\end{equation}

where \( n_1 = m-1 \) and \( l_2 = \max(m-1, k) \).

We shall now show that \(-2 \log \Lambda\) is asymptotically distributed like \( \chi^2 \) where

\begin{equation}
\Lambda = \prod_{j=h+1}^{n} \left( 1 + \frac{\xi_j^2}{N} \right)^{-\frac{1}{2}} N
\end{equation}
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(since the last $p$-1, $\Theta$'s are zero). Let $F_N(\xi)$ be the cumulative distribution function of the $\xi$'s and let $F(\xi)$ be the cumulative of the probability density function (130). Then Hsu's theorem can be stated as

$$
\lim_{N \to \infty} F_N(\xi) = F(\xi)
$$

Let

$$
\phi_N(\xi) = e^{-i t \log N},
$$

This can be written as

$$
\phi_N(\xi) = e^{i N t \sum_{j=h+1}^{1} \log (1 + \frac{\xi_j}{N})} = \prod_{j=h+1}^{1} e^{\log (1 + \frac{\xi_j}{N}) N i t} = \prod_{j=h+1}^{1} \left(1 + \frac{\xi_j}{N}\right)^{N i t}
$$

It is clear that

$$
\lim_{N \to \infty} \phi_N(\xi) = \prod_{j=h+1}^{1} e^{i t \xi_j} = e^{i t \sum_{j=h+1}^{1} \xi_j} = \Phi(\xi), \text{ say}.
$$
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The convergence is uniform in any finite region of the $\xi$'s.

Given an $\epsilon > 0$, there is a region $R$ in the space of the $\xi$ such that

$$\int_{\bar{R}} dF(\xi) < \frac{\epsilon}{2},$$

where $\bar{R}$ is the complement of $R$. From the convergence of the $F_N(\xi)$ we have for $N > N_0$ sufficiently large,

$$\left| \int_{R} dF_N(\xi) - \int_{R} dF(\xi) \right| < \frac{\epsilon}{2};$$

that is, for $N > N_0$, we have

$$\int_{R} dF_N(\xi) < \epsilon.$$

Hence, we can confine our attention to $R$ since with $|\xi_N(\xi)| = |$ the error may be made arbitrarily small.
Young [23] proves the following theorem for a real variable:

Suppose that \( f_n(\chi) \) tends uniformly to a continuous \( f(\chi) \) in \((a,b)\) and that \( g_n(\chi) \) tends to a limit \( g(\chi) \) in an everywhere dense set of points \( E \) which includes \( a \) and \( b \); suppose further that the total variation of \( g_n \) is less than \( K \), independent of \( n \). Then

\[
\int_a^b f_n \, dg_n \to \int_a^b f \, dg,
\]

provided that these integrals exist and that \( g(\chi) \) is completed so as to be a function of bounded variation in \((a,b)\).

The theorem can easily be shown to hold in the case that \( \chi \) is a vector. Since \( e^{ia} = \cos a + i \sin a \), the integrations we make may all be broken up into two parts so that each integration is of a real variable. This theorem applied to our problem gives

\[
\lim_{N \to \infty} \int_{\mathbb{R}} g_N(x) \, dF_N(x) = \int_{\mathbb{R}} g(x) \, dF(x),
\]
It then follows that

\[ \phi_N(t) = \int g_N(\xi) d F_N(\xi) \]

converges to

\[ \phi(t) = \int g(\xi) d F(\xi) \]

for all \( t \).

Since \( d F(\xi) \) factors (according to (130)) and since each factor integrates to unity, \( \phi(t) \) can be written as

\[ \int_0^\infty \int_0^{\xi_j} \cdots \int_0^{\sum_{j=h+1}^l \xi_j} e^{it \sum_{j=h+1}^l \xi_j} D_1(\xi_{h+1}, \ldots, \xi_l) d\xi_l \cdots d\xi_{h+1}. \]

This is the characteristic function of \( \sum_{j=h+1}^l \xi_j \) where \( D_1(\xi_j) \) is the distribution of the \( \xi_j \) \((j = h+1, \ldots, l)\). Since
Hsu [22] has shown that \( \sum_{j=h+1}^{l_1} \ell_j \) has the \( \chi^2 \) distribution with \( r = (l_1 - h)(l_2 - h) \) degrees of freedom, we have

\[
\phi(t) = (1 - 2ict)^{-\frac{1}{2}(l_1 - h)(l_2 - h)}
\]

Since \( \phi(t) \) is continuous at \( t = 0^* \), the distribution of \(-2 \log \Lambda \) must converge to that of \( \chi^2_r \). We have the following theorem:

**Theorem 9.**

The asymptotic distribution of \(-2 \log \Lambda \), where \( \Lambda \)

is the likelihood ratio criterion for testing on the basis

of \( m \) samples whether the means of \( m \) normal multivariate

populations in \( p \) variates with identical variance-covariance

matrices lie on an \( h \) dimensional hyperplane, is the \( \chi^2 \)

distribution with \((p-h)(m-h-1)\) degrees of freedom.

The above demonstration indicates that Fisher's test

function is equivalent to the likelihood ratio criterion

in the limit. Hence, the asymptotic properties of the

likelihood ratio criterion that apply to \(-2 \log \Lambda \) also

* See Curtiss [24], for example.
apply to Fisher's criterion.

XII. DISTRIBUTION OF THE ROOTS OF CERTAIN
DETERMINANTAL EQUATIONS

In this section we consider the problem of determining the distribution of the roots which are used in the likelihood ratio criteria. The distribution of the roots can be derived from the non-central Wishart distribution for the linear and planar cases. For the case of the means of the populations all being at one point, the distribution of the roots has been given by Hsu [7].

Let us put the problem in a general form: Given the symmetric matrix \(|a_{ij}|\) whose elements follow a Wishart distribution with \(n\) degrees of freedom and of order \(p\), \((p \leq n)\), and with sigma matrix \(|\sigma_{ij}|\) and given \(|b_{ij}|\) whose elements follow a non-central Wishart distribution with \(m\) degrees of freedom and of order \(p\), \((p \leq m)\), with sigma matrix \(|\sigma_{ij}|\), and with sigma
matrix of means $|| \tau_{ij} ||$ of rank $h$, find the distribution of the roots of

$$b_{ij} - \lambda a_{ij} = 0.$$  \hspace{1cm} (133)

The transformation $|| \psi_{ij} ||$ defined in (6) when applied to $|| a_{ij} ||$ and $|| b_{ij} ||$, leave the roots of (133) invariant, for

$$|| \sum_{i,j=1}^p \psi_{ik} a_{ij} \psi_{kj} \lambda - \sum_{i,j=1}^p \psi_{ik} b_{ij} \psi_{kj} ||$$

$$= || \psi_{ij} || \lambda - b_{ij} || \psi_{ij} ||.$$  \hspace{1cm} (134)

Hence, one loses no generality by assuming

$$|| \sigma_{ij} || = || \delta_{ij} ||.$$
We obtain the solution of this problem for \( h=1 \) and indicate how it is solved in any particular case for \( h=2 \).

The joint probability density function of \( a_{ij} \) and \( b_{ij} \) in the linear case (\( h=1 \)) is

\[
(135) K \left| a_{ij} \right|^{\frac{1}{2}(n-p-1)} \left| b_{ij} \right|^{\frac{1}{2}(n-p-1)} e^{-\frac{1}{2} \sum_{\alpha=1}^{\infty} \left( a_{ij} - b_{ij} \right)^{2} \sum_{\alpha=0}^{\infty} \frac{(k_{ij})^{\alpha}}{2^{\alpha} \Gamma^{2} \left( \frac{1}{2} \alpha + n \right)}}
\]

where

\[
K = \frac{1}{2^{\frac{1}{2}p(n+m)} \prod_{i=1}^{p} \Gamma^{2} \left( \frac{1}{2} \left[ n+i-1 \right] \right) \prod_{i=1}^{p} \Gamma^{2} \left( \frac{1}{2} \left[ m+i-1 \right] \right)}
\]
There is a matrix \( | | \mathbf{w}_{ij} | | \) such that

\[
\partial \mathbf{c}_i = \sum_{k=1}^{p} \mathbf{w}_{ik} \mathbf{w}_{jk},
\]

\[
\partial \mathbf{c}_j = \sum_{k=1}^{p} \mathbf{w}_{ik} \lambda_k \mathbf{w}_{jk},
\]

where \( \lambda_k \) is a root of (134). The Jacobian of this transformation (from \( 2 \cdot \frac{n(n+1)}{2} \) variables to \( (p + p^2) \) variables) has been given by Hsu [7]. It is

\[
2^p | \mathbf{w}_{ij} |^{p+2} \prod_{i=1}^{p} \prod_{j=i+1}^{p} (\lambda_i - \lambda_j),
\]

where the \( \lambda \)'s are numbered in descending order of magnitude.* The transformation is determined uniquely except that all the signs in one column may be changed. Hence, we require

\[
0 \leq \mathbf{w}_{ij} < \infty.
\]

* The probability is zero that two roots are equal.
The resulting distribution is

\[
K \left( \prod_{i=1}^{p} \lambda_i \right)^{m-p} \prod_{i=1}^{p} \lambda_i^{\frac{1}{2} (m-p-1)} e^{-\frac{1}{2} \sum_{i,j=1}^{p} w_{ij}^2 (1 + \gamma_j)}
\]

\[
\prod_{i=1}^{p} \prod_{j=i+1}^{p} (\lambda_i - \lambda_j) \sum_{\alpha=0}^{\infty} \frac{(\gamma^2 \sum_{i=1}^{p} w_{ij}^2 \lambda_j)^\alpha}{2^{2\alpha} \alpha! \Gamma\left(\frac{1}{2} m + \alpha\right)}
\]

Let

\[
\sqrt{1 + \gamma_k} \ w_{ck} = u_{ck}
\]

The Jacobian is

\[
\prod_{j=1}^{p} (1 + \gamma_j)^{\frac{1}{2} p}
\]
The distribution of \( u \) 's and \( \lambda \) 's is

\[
K 2^p \left| u_{ij} \right|^{n+m-p} \prod_{j=1}^{p} \left( 1 + \lambda_j \right)^{-\frac{1}{2}(n+m)} \prod_{j=1}^{p} \lambda_j^\frac{1}{2}(m-p-1)
\]

(136)

\[
e^{-\frac{1}{2} \sum_{i,j=1}^{p} u_{ij}^2 \prod_{i=1}^{p} \prod_{j=1}^{p} (\lambda_i - \lambda_j) \sum_{\alpha=0}^{\infty} \frac{(\prod_{i=1}^{p} \frac{u_{ij}^2 \lambda_j}{1 + \lambda_j})^\alpha}{2^{2\alpha} \alpha! \Gamma\left(\frac{1}{2}m+\alpha\right)}}
\]

Next we shall find the integral of (136) with respect to \( u_{ij} \).

The determinant \( | u_{ij} | \) is the volume spanned by the vectors \( u_1(\ i_1, \ldots, \ i_p) \). In terms of the lengths \( v_i \) and the angles \( \phi_i \) (\( \phi_i \) is the angle between the flat space of the first \( i \) vectors and the \( i+1 \)st vector) the determinant is

\[
v_1 v_2 \ldots v_p \ sin \phi_1 \ldots sin \phi_{p-1}
\]
The problem of integrating (136) is equivalent to finding the $(m+p)/2$-moment of \( \left| \sum_{k=1}^{p} u_{ik} w_{jk} \right| \) given that the distribution of \( u_{ij} \) is

\[
C e^{-\frac{1}{2} \sum_{i,j=1}^{p} u_{ij}^2} \sum_{\alpha=0}^{\infty} \left( \frac{\kappa_i^2 \sum_{j=1}^{p} u_{ij}^2}{\lambda_j} \right)^{\alpha} \frac{1}{2^\alpha \alpha! \Gamma\left(\frac{1}{2} (m+\alpha)\right)},
\]

where \( C \) is the proper normalizing constant. Using the argument of Section VII, \( C \) we have

\[
E \left( |u_{ij}|^8 \right) = E \left( V_1^8 \right) \cdot E \left( \left[ V_p \sin \phi_1 \sin \phi_{p-1} \right]^8 \right),
\]

The same argument leading to (62) yields

\[
(137) \quad E \left( \left[ V_2 \ldots V_p \sin \phi_1 \ldots \sin \phi_{p-1} \right]^8 \right) = 2^{\frac{1}{2} 8(p-1)} \prod_{i=2}^{p} \frac{\Gamma\left(\frac{1}{2} \left[p+i-2\right]+8\right)}{\Gamma\left(\frac{1}{2} \left[p+i-2\right]\right)}.
\]
Dividing (137) by the normalizing constant (not involved in $E(v_1^G)$) we have

$$
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} (v_2 \cdots v_p \sin \phi_1 \cdots \sin \phi_{p-1})^S e^{-\frac{1}{2} \sum_{j=2}^{p} \sum_{j=1}^{p} u_{ij}^2} \prod_{i=2}^{p} \prod_{j=1}^{p} du_{ij},
$$

To obtain $E(v_1^G)$ we must integrate

$$(138) \quad C' \left( \sum_{j=1}^{p} u_{ij}^2 \right)^{\frac{S}{2}} e^{-\frac{1}{2} \sum_{j=1}^{p} u_{ij}^2} \sum_{\alpha=0}^{\infty} \frac{\left( \sum_{j=1}^{p} u_{ij}^2 \right)^{\alpha} \lambda_j^{\alpha}}{2^{\alpha} \alpha! \Gamma\left(\frac{1}{2} m + \alpha\right)} \prod_{j=1}^{p} du_{ij},$$

where $C'$ is the normalizing constant ($0 \leq u_{1j} < \infty$).

Expand $\sum_{j=1}^{p} u_{ij}^2 \lambda_j^{\alpha}$ by the multinomial rule and let $u_{ij}^2 = \chi_j$ ($d u_{1j} = \frac{1}{2} \chi_j^{-\frac{1}{2}} d \chi_j$). Then (138) becomes

$$
\frac{C'}{2^p} \left( \sum_{j=1}^{p} \chi_j \right)^{\frac{S}{2}} e^{-\frac{1}{2} \sum_{j=1}^{p} \chi_j} \sum_{\alpha_1, \ldots, \alpha_p = 0}^{\infty} \frac{\left( \sum_{j=1}^{p} \chi_j \right)^{\alpha_1} \left( \frac{\lambda_j^{\alpha_1}}{\prod_{j=1}^{p} \Gamma\left(\frac{1}{2} m + \alpha_j\right)} \right) \prod_{j=1}^{p} \chi_j^{-\frac{1}{2}} d \chi_j}{2^{\sum_{j=1}^{p} \alpha_j} \Gamma\left(\frac{1}{2} m + \sum_{j=1}^{p} \alpha_j\right) \prod_{j=1}^{p} \alpha_j!}.
$$
Let
\[ \sum_{j=1}^{p} \chi_j = \gamma \]
\[ \chi_j = \gamma y_j, \quad j = 2, 3, \ldots, p. \]

Then the integration becomes
\[
(139) \quad C' \sum_{\alpha_1, \ldots, \alpha_p = 0}^{p-1} \int_0^\infty \int_0^\infty e^{-x/2} y \left\{ \frac{(K_1^2)^{\sum_{j=1}^{p} \alpha_j} y^{p/2} + \sum_{j=1}^{p} \alpha_j + 1/2}{2^{p/2} \pi^{p/2} \prod_{j=1}^{p} \alpha_j} \right\} \left[ \prod_{j=1}^{p} \frac{\alpha_j}{\Gamma(\alpha_j)} \right] y_{j+1}^{p/2} \left( 1 - \sum_{j=2}^{p} \frac{\alpha_j}{1 + \lambda_j} \right) \right\} dy_1 \cdots dy_p.
\]

Using the integral formula for the gamma function and the Dirichlet integral, we find (139) to be
\[
(140) \quad C' 2^{1/2(p-p)} \sum_{\alpha_1, \ldots, \alpha_p = 0}^{\infty} \left[ \frac{(K_1^2)^{\sum_{j=1}^{p} \alpha_j} y^{p/2} + \sum_{j=1}^{p} \alpha_j + 1/2}{2^{p/2} \pi^{p/2} \prod_{j=1}^{p} \alpha_j} \right] \left[ \prod_{j=1}^{p} \frac{\Gamma(\alpha_j + 1/2)}{\Gamma(\frac{1}{2} + \sum_{j=1}^{p} \alpha_j)} \right] \left[ \prod_{j=1}^{p} \alpha_j! \right] \left[ \prod_{j=1}^{p} \frac{\Gamma(\alpha_j + 1/2)}{\Gamma(\lambda_j)} \right] \left[ \prod_{j=1}^{p} \left( \frac{\lambda_j}{1 + \lambda_j} \right)^{\alpha_j} \right].
\]
The equality between (138) and (140) is not disturbed by letting $C' = 1$. Hence, we have that ($g = n + m - p$)

$$
\sum_{\alpha > 0} \left( \frac{\lambda_i}{2} \sum_{j=1}^{p} u_{ij} \right)^{\alpha} \prod_{i=1}^{p} \frac{\Gamma\left( \frac{1}{2} \left[ n + m - 1 - \epsilon \right] \right)}{\prod_{i=2}^{p} \Gamma\left( \frac{1}{2} \left[ n + m - 1 - \epsilon \right] \right)} \frac{\prod_{j=1}^{p} \Gamma\left( \alpha_i + \frac{1}{2} \right)}{\prod_{j=1}^{p} \Gamma\left( \alpha_j + \frac{1}{2} \right)} \prod_{i=1}^{p} \left( \frac{1}{\lambda_i} \right)^{\alpha_i}.
$$

Finally, the distribution of the $\lambda_i$'s for the case $h = 1$ is

$$
\prod_{i=1}^{p} \prod_{i=1}^{p} \prod_{i=1}^{p} \prod_{i=1}^{p} \left( \lambda_i \right)^{\alpha_i} \sum_{\alpha > 0} \left( \lambda_i \right)^{\alpha_i} \prod_{j=1}^{p} \frac{\Gamma\left( \frac{1}{2} \left[ n + m - 1 - \epsilon \right] \right)}{\prod_{i=1}^{p} \Gamma\left( \frac{1}{2} \left[ n + m - 1 - \epsilon \right] \right)} \prod_{i=1}^{p} \left( \frac{1}{\lambda_i} \right)^{\alpha_i}.
$$
From this distribution one can in any special instance find the probability that the likelihood ratio criterion for collinearity does not exceed a certain value by integration of (141) over the proper range. Essentially the same distribution has been obtained by Roy [8] by geometric methods. Roy, however, did not evaluate the constant.

The result given by Roy is claimed by him to hold for the general case, that is, for \( h \) 's different from 0, with \( 1 \leq h \leq p \). His distribution has only one population parameter, namely, \( \sum_{i=1}^{h} k_i^2 \). It can easily be shown, however, that Roy's result does not hold in the generality he claims. For if \( n \) and \( m \) approach infinity the roots properly normalized (i.e., multiplied by \( \frac{B^m}{m} \)) must converge stochastically to the population roots. The distribution of Roy has only one population parameter appearing; hence for \( h \geq 2 \) his distribution does not give proper limiting results. This argument shows that Roy's results hold only for \( h = 1 \). The flaw in Roy's argument seems to be in the geometric reasoning. The correct result for \( h = 2 \) is indicated in the
next paragraph.

We shall indicate how the distribution of these roots in the planar case \((h = 2)\) may be found. Expression (135) is replaced by the following probability density function of \(a_{ij}\) and \(b_{ij}\):

\[
K_2 \prod \frac{1}{2} (x - p - 1) \frac{1}{2} (m - p - 1) e^{-\frac{1}{2} \sum_{\xi=1}^{p} (a_{i\xi} + b_{i\xi})}
\]

\[
\sum_{\alpha, \beta = 0}^{\infty} \frac{\left[ k_{1}^{2} k_{2}^{2} (b_{11} b_{22} - b_{12}^{2}) \right]^{\alpha} \left( k_{1}^{2} b_{11} + k_{2}^{2} b_{22} \right)^{\beta}}{2^{4 \alpha + 2 \beta} \alpha! \beta! \Gamma \left( \frac{1}{2} (m - 1) + \alpha \right) \Gamma \left( \frac{1}{2} m + 2 \alpha + \beta \right)}
\]

where

\[
K_2 = e^{-\frac{1}{2} (k_1^2 + k_2^2)}
\]

\[
2^{\frac{1}{2} p (m - n - m)} \prod_{\xi=1}^{p} \frac{1}{2} p (p - 1) \frac{1}{\prod_{\xi=1}^{p}} \Gamma \left( \frac{1}{2} \left[ m + 1 - \xi \right] \right) \prod_{\xi=2}^{p} \Gamma \left( \frac{1}{2} \left[ n + 1 - \xi \right] \right)
\]

Then (136) is replaced by the following joint distribution of \(u_{ij}\) and \(\lambda_1\):

\[-160--\]
\[
\left(142\right) K_2 \left(1+\lambda_i\right)^{p-1} \prod_{i=1}^{p} \lambda_i^{\frac{1}{2} (m-p-1)} \prod_{i=1}^{p} \prod_{j \geq i+1} (\lambda_i - \lambda_j)
\]

\[
\left[ \left| u_{i,j} \right|^2 e^{-\frac{1}{2} \sum_{j=1}^{p} \sum_{\alpha=0}^{\infty} \frac{\left\{ k_i^2 k_j \left\{ \sum_{i=0}^{p} u_{ij} f_i^j \right\}^2 + k_2^2 \sum_{j=1}^{p} u_{2j} f_2^j \right\}^2}{2^{m+2 \alpha} \Gamma \left( \frac{1}{2} \left( \frac{m}{2} + \alpha + \beta \right) \right) \prod_{j=1}^{p} \Gamma \left( \beta \frac{m}{2} - \alpha + \beta \right)} \right] \right]
\]

where

\[
f_j = \frac{\lambda_j}{1+\lambda_j}.
\]

We now integrate what is within the large brackets of (142) in two steps. First of all we have

\[
\left(143\right) \left( V_{ij} \cdots V_{p} \sin \phi_2 \cdots \sin \phi_{p-1} \right)^{n \cdot m - p} e^{-\frac{1}{2} \sum_{i=3}^{p} \sum_{j=1}^{p} u_{ij}^2} \prod_{i=3}^{p} \prod_{j=1}^{p} d u_{ij}
\]

\[
= (2 \pi)^{\frac{1}{2} \frac{p(p-2)}{2}} 2^{\frac{1}{2} (n+m-p)(p-2)} \prod_{i=3}^{p} \prod_{j=1}^{p} \Gamma \left( \frac{1}{2} \left( \frac{m}{2} + \frac{1}{2} \left[ n + m + 1 - \epsilon \right] \right) \right)
\]

\[- 161-\]
by the same reasoning leading to equation (137). Since

\[
V_1^2 V_2^2 \sin^2 \phi = \left| \begin{array}{cc}
\sum_{j=1}^{p} u_{1j}^2 & \sum_{j=1}^{p} u_{1j} u_{2j} \\
\sum_{j=1}^{p} u_{1j} u_{2j} & \sum_{j=1}^{p} u_{2j}^2
\end{array} \right|
\]

we must finally integrate \(0 \leq u_{1j} < \infty, -\infty < u_{2j} < \infty\)

\[
e^{-\frac{1}{2} \left( \sum_{j=1}^{p} u_{1j}^2 + \sum_{j=1}^{p} u_{2j}^2 \right)} \left[ \sum_{j=1}^{p} u_{1j}^2 \sum_{j=1}^{p} u_{2j}^2 - \left( \sum_{j=1}^{p} u_{1j} u_{2j} \right)^2 \right]^{\frac{1}{2} \left( n + m - p \right)}
\]

(144)

\[
\sum_{\alpha, \beta = 0}^{\infty} (k_1^\alpha k_2^\beta) \alpha! \beta! \Gamma\left(\frac{1}{2} \left( m + 1 \right) + \alpha \right) \Gamma\left(\frac{1}{2} \left( m + 2 \right) + \beta \right)
\]

The distribution of the \(\lambda\)'s is the product of (143),

\[
K_2 2^p \prod_{i=1}^{p} (1 + k_i) \prod_{i=1}^{p} \frac{1}{\lambda_i^{\frac{1}{2} (m + p - 1)}} \prod_{i=1}^{p} \prod_{j=i+1}^{p} (\lambda_i - \lambda_j)
\]

-162-
and the integral of (144). In general the integration is too complicated to write down in a convenient form. In any particular case the integration could be carried through to obtain the desired distribution. The limiting distribution in this planar case ($h = 2$), as well as in general, has been obtained by Hsu and is stated in Section X, F.
XII. SUMMARY

In the present paper the non-central Wishart distribution is derived for the rank one and rank two cases. Knowledge of this distribution is applied to such problems of multivariate statistics as finding the moments of the generalized variance and the moments of the criterion for testing linear hypotheses in the non-central cases. From the non-central Wishart distribution the distribution of the roots of certain determinantal equations is derived. Likelihood ratio criteria are developed for testing dimensionality of population means.

The non-central Wishart distribution is the joint distribution of the sums of squares and cross-products of deviations (from the sample means) of observations from normal multivariate distributions, the expected values of which are not identical from observation to observation, but the population variances and covariances are. The non-central Wishart distributions are given explicitly for the cases of the means lying on a line.
or on a plane, when considered as points in the space of the variates of the populations. In the linear case the distribution is essentially a Wishart distribution multiplied by a Bessel function; in the planar case the distribution is a Wishart distribution multiplied by an infinite series of Bessel functions (Theorem 1). In general the non-central Wishart distribution is the product of a Wishart distribution and a function of the roots of a determinantal equation involving the matrix of squares and cross-products and the matrix of population means (Theorem 4). The characteristic function of the distribution is given (Theorem 2). It is shown that the convolution of two non-central Wishart distributions with the same variance-covariance matrices is a non-central Wishart distribution (Theorem 3).

The same generalized variance is defined as the determinant of the sample variances and covariances. The moments of the generalized variance in the cases where the means of the observations lie on a line or on a plane are derived from the corresponding non-central Wishart distributions. In the linear case the moments
are an infinite series involving the variance of the population means which is the root of a determinantal equation (Theorem 5). In the planar case the moments are a triple infinite series involving the two non-zero roots of a certain population determinantal equation (Theorem 6).

The likelihood ratio criterion for testing the hypothesis that the means of a set of populations are identical, given that the population variances and covariances are the same, is a ratio of two determinants. One is the determinant of variates distributed according to a Wishart distribution and the other is the determinant of the same matrix augmented by a set of non-centrally distributed variates such that the new elements have a non-central Wishart distribution when the hypothesis is false. The moments of this criterion derived from knowledge of the non-central Wishart distribution are infinite series when the means are on a line and triple infinite series when the means are on a plane (Theorem 7). The asymptotic distribution of the criterion when the null hypothesis is false is
a non-central $\chi^2$ distribution.

The likelihood ratio criterion is developed for testing on the basis of a set of $m$ samples, each drawn from a normal multivariate population, the hypothesis that the means of the set of populations in $p$ variates lie on an $h$ dimensional hyperplane given that the matrices of variances and covariances are identical. The criterion is a power of the product of $1$ plus the $p-h$ smallest roots of the determinantal equation involving the sample estimate of the matrix of variances and covariances and the sums of squares and cross-products of deviations of sample means (Theorem 8).

The maximum likelihood estimates of the hyperplanes and the positions of the population means on the planes are given. The asymptotic distribution of the criterion is shown to be the $\chi^2$-distribution (Theorem 9).

The distribution of the roots involved in the test of dimensionality can be derived in the cases of the population means being on a line or a plane. The distribution is given explicitly for the linear case. For the planar case, the distribution is indicated as
a certain definite integral.
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