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1. Introduction

In a survey talk at the 1994 national IMS meeting, David Aldous suggested a natural class of problems which seemed beyond available theory. The same problems arise in the analysis of widely used algorithms for calculations with large finite groups [3, 13]. We give below reasonable (if not perfect) analyses of special cases of Aldous’ problem.

Let $\mathcal{G}$ be a connected graph with vertex set $V$ and oriented edge set $\mathcal{A}$. We assume throughout that $\mathcal{A}$ is symmetric (i.e., $(u, v) \in \mathcal{A}$ implies $(v, u) \in \mathcal{A}$) and that there are no self loops. We write $u \sim v$ if $(u, v) \in \mathcal{A}$, i.e., if $u$ and $v$ are neighbors in $\mathcal{G}$. Let $G$ be a finite group. We consider a process in $G^\mathcal{G}$. Each vertex $v \in V$ is labeled by an element of the finite group $G$. A typical step picks an edge $a = (u, v)$ uniformly at random in $\mathcal{A}$. The group element at $v$ is then multiplied, say on the right, by the group element at $u$ or its inverse each with equal probability $1/2$. All the other vertices remain unchanged. Let us describe two special cases of interest.
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Example 1a: A particle system
Let $G$ be the two element group $\mathbb{Z}_2 = \{0, 1\}$. Then the sites can be viewed as ON/OFF. The process can be described as follows: At each time, a vertex $v$ is chosen at random (with probability proportional to the number $N(v)$ of neighbors). If $v$ is OFF, the chain stays in its current state. If $v$ is ON, a randomly chosen neighbor of $v$ is changed to its opposite. An alternative description is as follows: pick an oriented edge $(v, u)$ uniformly at random. If $v$ is OFF, the chain stays. If $v$ is ON, $u$ is changed to its opposite.

In Sect. 2, we show that this chain started at $x_0 \in \mathcal{B}_0 = \{ x : x(v) = 1 \text{ for some } v \in \mathcal{V} \}$ is an aperiodic irreducible chain with uniform stationary distribution. We also give a bound of order $|\mathcal{V}|^2$ for the relaxation time. This is the original problem of Aldous. Better bounds are derived for specific graphs: on the complete graph on $n$ vertices the mixing time is at most order $n^4 \log n$. We conjecture that the right answer is about $n \log n$ for the complete graph on $n$ vertices.

Example 1b: Group algorithms
Let $\mathcal{V}$ be the complete graph on $n$ vertices. Let $G$ be a finite group. Let $S$ be a set of generators of $G$. Assume $n > |S|$. Start the walk by labeling $|S|$ vertices with the elements of $S$ and label all the remaining vertices with the identity. It is easy to see that the walk always contains a generating set at the vertices. Variants of this walk are used to generate random elements of $G$ in a variety of implementations. See [3]. The idea is that one may begin with a simple generating set (e.g., transpositions in the symmetric group). After a while, the vertices are labeled with an essentially random generating set and the algorithm outputs the label at site $v$ each time. A good deal of experimentation [3] indicates that this “shuffling of generators” gives crucial speed ups. Only very special cases will be considered here. Besides the case $G = \mathbb{Z}_2$ studied in Sect. 2, we will treat the case $G = \mathbb{Z}_{p^r}$ of a cyclic $p$-group, $p$ prime in Sect. 3, and the case $G = \mathbb{Z}_{p^e}$ in Sect. 4. More general cases, including results for the symmetric group, will be presented in the companion paper [11].

Let us now give a formal description of the walk associated with a finite graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ and a finite group $G$. The state space is a subset $\mathcal{B}$ of the set of all functions $x : \mathcal{V} \to G$, and the walk is given by

$$P(x, y) = \frac{N(x, y)}{2|\mathcal{B}|} \quad (1.1)$$

where $N(x, y)$ is defined as follows: If the labelings $x$ and $y$ differ at more than one vertex then $N(x, y) = 0$. If $x$ and $y$ differ exactly at one $v \in \mathcal{V}$ and if $x(v) = g$, $y(v) = h$, then $N(x, y)$ is the number of vertices $u$ such that $u \sim v$ and $x(u) = [g^{-1}h]^{\pm 1}$. (N(x, y) is twice this number if $g^{-1}h = [g^{-1}h]^{-1}$). Finally, $N(x, x)$ is equal to twice the number of edges $(u, v)$ such that $x(u) = id$. Observe that $N(x, y) = N(y, x)$ so that this process is always reversible with the uniform measure as reversing measure. However, it is never irreducible if we take $\mathcal{B}$
equal to the set of all maps from \( G \) to \( \mathcal{G} \). For instance, the map \( x \equiv \text{id} \) has no neighbors.

Here is a brief description of our main results. In Sect. 2 we treat the binary case \( (G = \mathbb{Z}_2) \). For the complete graph, we show that order \( n^2 \log n \) steps suffice for convergence to stationarity. This and a comparison argument are used to treat general graphs. The heart of the arguments involve log-Sobolev techniques and a simple approach to comparing two chains on different spaces using a kind of "interpolation".

Section 3 shows how the techniques of Sect. 2 extend when \( G = \mathbb{Z}_p^k \), \( p \) prime. In this case, we show that order \( n^2 p^{2a} \) steps suffice (up to logarithmic factors). One reason for including this extension is to expose the dramatic combinatorial explosion in the interpolation argument.

Section 4 uses a different set of techniques to bound the walk on the complete graph when \( G = \mathbb{Z}_p^k \) for prime \( p \). We show that \( n^4 (\log p)^3 \) steps suffice. For \( k = 1 \), fixed \( n \) and large \( p \), this is much sharper than what was proved in Sect. 3.

It begins to show the kind of speed ups claimed in practice. The results lean on hard character estimates of Hildebrand and the deeper parts of expander theory.

In [11], we treat the walk (1.1) on the complete graph for more general finite groups. In particular, we show that for any fixed \( G \) and large \( n \), order \( n^2 \log n \) steps are enough. We also consider cases where both \( n \) and \( G \) grow. Sections 2,3 of this paper and [11] use the same comparison techniques. The combinatorics of paths is however much more complicated in [11] where non trivial results from finite group theory are also needed.

Background and notation

This paper uses the geometric tools of Markov chain theory developed in [8–10, 12]. Some notation used below concludes this introduction. Given any reversible Markov chain on a finite state space \( \mathcal{G} \), with kernel \( P(x,y) \) and stationary measure \( \pi \), we set

\[
\text{Var}_\pi(f) = \frac{1}{2} \sum_{x,y \in \mathcal{G}} |f(x) - f(y)|^2 \pi(x) \pi(y),
\]

(1.2)

\[
\mathcal{B}_p(f,f) = \frac{1}{2} \sum_{x,y \in \mathcal{G}} |f(x) - f(y)|^2 P(x,y) \pi(x)
\]

(1.3)

and

\[
\mathcal{L}_n(f) = \sum_x |f(x)|^2 \log \left( \frac{|f(x)|}{\|f\|_2} \right)^2 \pi(x)
\]

(1.4)

where \( \|f\|_2 = \left( \sum_x |f(x)|^2 \pi(x) \right)^{1/2} \). The subscripts will be dropped whenever no confusion could possibly arise.

For the iterated kernel of \( P \), we use the notation

\[
P_\ell^t(x,y) = P^\ell(x,y) = \sum_z P^{\ell-1}(x,z)P(z,y).
\]
To measure distances between probability distributions, we use the total variation distance
\[ \|\pi - \mu\|_{TV} = \max_{A \subset \mathcal{X}} |\pi(A) - \mu(A)| = \frac{1}{2} \sum_{x \in \mathcal{X}} |\pi(x) - \mu(x)|. \]

However, the techniques used in this paper yield bounds on the $\ell^2$ distance
\[ \| (P^T_x / \pi) - 1 \|_{2, \pi} = \left( \sum_{y \in \mathcal{X}} \left| \frac{P^T_x(y)}{\pi(y)} - 1 \right|^2 \pi(y) \right)^{1/2} \]

which dominates $\|P^T_x - \pi\|_{TV}$. As explained in [10], $\ell^2$ bounds are equivalent to bounds on
\[ \sup_y \left| \frac{P^T_x(y)}{\pi(y)} - 1 \right|. \]

Denote by
\[ \beta_0(P) = 1 \geq \beta_1(P) \geq \ldots \geq \beta_{|\mathcal{X}| - 1}(P) = \beta_{\min}(P) \geq -1 \]
the eigenvalues of the chain $P$ and let
\[ \beta(P) = \max \{ \beta_1(P), -\beta_{\min}(P) \}. \]

Using (1.2) (1.3), the second largest eigenvalue $\beta_1(P)$ can be expressed as
\[ 1 - \beta_1(P) = \min \left\{ \frac{\mathcal{E}_P(f, f)}{\text{Var}_\pi(f)} : f \neq 0 \right\}. \]

A classical and easy bound (e.g., [12, 20]) on variation distance is given by
\[ \|P^T_x - \pi\|_{TV} \leq \frac{1}{2\sqrt{\pi(x)}} \beta^\ell. \]  \hspace{1cm} (1.5)

Recall that the log-Sobolev constant $\alpha(P)$ of a reversible Markov chain $(P, \pi)$ is defined as the largest non-negative number $\alpha$ such that
\[ \alpha \mathcal{L}_\pi(f) \leq \mathcal{E}_P(f, f) \]  \hspace{1cm} (1.6)
for any function $f$. We will use $\alpha(P)$ to prove mixing rates that improve upon those obtained through (1.5). More precisely, we will use the following

**Theorem 1.1** Let $(P, \pi)$ be a (finite) reversible Markov chain. Then
\[ \|P^\ell_x - \pi\|_{TV} \leq 2e^{-c} \text{ for } \ell \geq 1 + \frac{c}{1 - \beta} + \frac{1}{4\alpha} \log \log \frac{1}{\pi(x)}, \quad c > 0. \]

This theorem shows that, starting at $x$, the chain is close to its stationary distribution after order $\frac{1}{\alpha} \log \log \frac{1}{\pi(x)}$ steps whereas (1.5) shows that $\frac{1}{\log(\beta)} \log \frac{1}{\pi(x)}$ is enough. Thus, whenever $\frac{1}{\alpha}$ is roughly of the same order as $\frac{1}{\log(\beta)}$, Theorem 1.1 improves upon (1.5) (recall that when $\beta$ is close to one, $-\log \beta \sim 1 - \beta$ and it is this quantity that is often used in practice). We refer the reader to [10] for the proof of Theorem 1.1 and a discussion of the use of log-Sobolev inequalities for finite Markov chains. The present paper illustrates this technique with non-trivial examples.
2. The binary case

This section treats the case where $G = \mathbb{Z}_2$. We start with a simple lemma which determines the state space in this case.

**Lemma 2.1** Let $G$ be a connected graph with vertex set $V$ and edge set $A$. The random walk on $G = \mathbb{Z}_2^{|V|} \setminus \{0\}$ defined at (1.1) is symmetric, connected, aperiodic and has the uniform distribution $\pi(x) = \left(2^{|V|} - 1\right)^{-1}$ as reversible measure.

**Proof:** We only have to show that the walk is irreducible and aperiodic since we already mentioned that it is symmetric. The fact that it is irreducible can be seen by observing that any state $x \in G$ can be transformed, in at most $|V|$ elementary steps, into the state $x^* \equiv 1 \in G$ (i.e., all the labels are 1). Since there is always some holding, the chain is aperiodic. Lemma 3.2 gives extensions of Lemma 2.1 to general groups.

The special case where $G$ is the complete graph on $n$ vertices will be used as the basis for a comparison argument. This special case itself will be studied via comparison with the familiar walk on $\mathbb{Z}_2^n$ where $n = |V|$.

2.A The complete graph

Let $G$ be the complete graph on $n$ vertices, $n > 1$. Thus, $G = \{(v, v) : v \in V\}$. For $x \in G = \mathbb{Z}_2^{|V|} \setminus \{0\}$, let $|x|$ be the number of 1's in $x$. The chain defined at (1.1) is given by

$$K(x, y) = \begin{cases} 0 & \text{if } \sum |x(u) - y(v)| > 1 \\ \frac{|x|}{n(n-1)} & \text{if } \exists u \in V, \forall u \neq u_0, x(u) = y(u); x(u_0) = 0, y(u_0) = 1 \\ \frac{n(n-1)}{n-1} & \text{if } \exists u \in V, \forall u \neq u_0, x(u) = y(u); x(u_0) = 1, y(u_0) = 0 \\ \frac{|x|}{n} & \text{if } x = y \end{cases}$$

(2.1)

**Theorem 2.2** The chain $K$ at (2.1) satisfies

$$\beta_1(K) \leq 1 - \frac{2}{n(n+1)}, \quad \beta_{\text{min}}(K) \geq -1 + \frac{2}{n+3}, \quad \alpha(K) \geq \frac{1}{n(n+1)}.$$

Further,

$$\|K^\ell - \pi\|_\text{TV} \leq 2e^{-c} \quad \text{for } \ell \geq 1 + \frac{n(n+1)}{2} \left(\frac{\log n}{2} + c\right), \quad c > 0.$$

The last statement in this theorem shows that the chain $K$ is close to its stationary distribution after order $n^2 \log n$ steps. The best lower bound we know is that order $n \log n$ steps are required. We conjecture that this is the right answer.

Theorem 2.2 is proved following the introduction of a comparison chain. Let $G = \mathbb{Z}_2^{|V|}$ be the hypercube of dimension $n = |V|$. Let $Q$ denote the familiar chain on $G$ which proceeds by adding 1 mod (2) to a coordinate chosen uniformly at random. Thus
\[ Q(x, y) = \begin{cases} \frac{1}{n} & \text{if } |x - y| = 1 \\ 0 & \text{otherwise} \end{cases} \]

This has the uniform distribution \( \mu(x) = 2^{-n} \) as reversible measure.

The following notation is crucial for the next proposition which is the heart of our argument. To any function \( f \) defined on \( \mathcal{B} = \mathbb{Z}_2^n \setminus \{0\} \), we associate the function \( \tilde{f} \) defined on \( \mathcal{E} = \mathbb{Z}_2^n \) by

\[ \tilde{f}(v) = \begin{cases} \frac{1}{n} f(y) & \text{if } v \neq 0 \\ \frac{1}{n} \sum_{|y| = 1} f(y) & \text{if } v = 0. \end{cases} \quad (2.2) \]

The function \( \tilde{f} \) extends to \( \mathcal{E} \) the function \( f \) initially defined on \( \mathcal{B} \). This extension will be used to compare a Dirichlet form on \( \mathcal{B} \) with a Dirichlet form on \( \mathcal{E} \).

**Proposition 2.3** The chain \( (K, \pi) \) on \( \mathcal{B} = \mathbb{Z}_2^n \setminus \{0\} \) defined at (2.1) and the chain \( (Q, \mu) \) on \( \mathcal{E} = \mathbb{Z}_2^n \) satisfy

\[ \text{Var}_{\pi}(f) \leq \frac{2^n}{2^n - 1} \text{Var}_{\mu}(\tilde{f}), \quad (2.3) \]

\[ \mathcal{E}_{\mu}(f) \leq \frac{2^n}{2^n - 1} \mathcal{E}_{\mu}(\tilde{f}) \quad (2.4) \]

and

\[ \mathcal{E}_{Q}(\tilde{f}, \tilde{f}) \leq \frac{(2^n - 1)(n + 1)}{2^n} \mathcal{E}_{K}(f, f). \quad (2.5) \]

**Proof:** The first stated inequality is easy if one recalls that

\[ \text{Var}_{\pi}(f) = \inf_{c \in \mathcal{B}} \sum_{x \in \mathcal{B}} |f(x) - c|^2 \pi(x). \]

The second is obtained by using a similar trick due to Holley and Stroock [17]: observe that \( \xi \log \xi - \xi \log \xi - \xi + \xi \geq 0 \) for all \( \xi, \xi > 0 \) and that

\[ \mathcal{E}_{\pi}(f) = \inf_{c > 0} \sum_{x} \left( |f(x)|^2 \log |f(x)|^2 - |f(x)|^2 \log c - |f(x)|^2 + c \right) \pi(x). \]

We now proceed with the proof of (2.5). Let \( f \) be a function on \( \mathcal{B} \) and \( \tilde{f} \) be the function on \( \mathcal{E} \) defined at (2.2). Then, write

\[ \mathcal{E}_{Q}(\tilde{f}, \tilde{f}) = \frac{1}{2^n n} \sum_{(x, y) \in \mathcal{B} \times \mathcal{E} \atop |x - y| = 1} |\tilde{f}(x) - \tilde{f}(y)|^2 \]

\[ = \frac{1}{2^n n} \sum_{(x, y) \in \mathcal{B} \times \mathcal{E} \atop |x - y| = 1} |f(x) - f(y)|^2 + \frac{1}{2^n n} \sum_{|y| = 1} |f(y) - \tilde{f}(y)|^2. \quad (2.6) \]

For the second term, call it \( R \), use

\[ \frac{1}{n} \sum_{|y| = 1} |f(y) - \tilde{f}(y)|^2 = \frac{1}{2n^2} \sum_{|y| = 1} |f(x) - f(y)|^2 \]
to write
\[
R = \frac{1}{2^n n} \sum_{|z|=1} |f(x) - f(0)|^2 \\
= \frac{1}{2^n + 1 n^2} \sum_{|x|, |y| = n, |x - y| = 1} |f(x) - f(y)|^2.
\]

Now, use \(\frac{1}{2} (a - b)^2 \leq (a - c)^2 + (c - b)^2\) to get
\[
R \leq \frac{1}{2^n n^2} \sum_{|x|, |y| = n, |x - y| = 1} \left( |f(x) - f(x + y)|^2 + |f(x + y) - f(y)|^2 \right) \\
= \frac{2}{2^n n^2} \sum_{|x|, |y| = n, |x - y| = 1} |f(x) - f(y)|^2.
\]

(2.7)

Putting together (2.6) and (2.7) gives
\[
\mathcal{G}_Q(\vec{f}, \vec{f}) \leq \frac{1}{2^n n} \sum_{(x, y) \in \mathcal{X} \times \mathcal{X}, |x| < |y|, |x - y| = 1} |f(x) - f(y)|^2 + \frac{2}{2^n n^2} \sum_{|x|, |y| = n, |x - y| = 1} |f(x) - f(y)|^2 \\
= \frac{1}{2^n n} \left( \sum_{(x, y) \in \mathcal{X} \times \mathcal{X}, 2 \leq |x| < |y|, |x - y| = 1} |f(x) - f(y)|^2 + \frac{n + 2}{n} \sum_{|x|, |y| = n, |x - y| = 1} |f(x) - f(y)|^2 \right) \\
\leq \frac{n + 2}{2^n n^2} \sum_{|x| < |y|, |x - y| = 1} |f(x) - f(y)|^2.
\]

From (2.1) \(\pi(x) K(x, y) \geq [(2^n - 1)n(n - 1)]^{-1}\) and thus
\[
\mathcal{G}_Q(\vec{f}, \vec{f}) \leq \frac{(2^n - 1)(n + 2)(n - 1)}{2^{n+1} n} \sum_{(x, y) \in \mathcal{X} \times \mathcal{X}} |f(x) - f(y)|^2 K(x, y) \pi(x) \\
\leq \frac{(2^n - 1)(n + 1)}{2^n} \mathcal{G}_K(\vec{f}, \vec{f}).
\]

Proof of Theorem 2.2: The upper bound on \(\beta_1\). The first eigenvalue of the random walk \(Q\) on \(\mathcal{X}\) is easily computed to be \(1 - 2/n\) (see [6]). This translates into the Poincaré inequality
\[
\text{Var}_\mu(h) \leq \frac{n}{2} \mathcal{G}_Q(h, h)
\]
for any function \(h\) on \(\mathcal{X}\). Thus, (2.3) and (2.5) in Proposition 2.3 yield
\[
\text{Var}_\pi(f) \leq \frac{n(n + 1)}{2} \mathcal{G}_K(f, f).
\]
This gives the desired bound on \(\beta_1(K)\) by the variational characterization of eigenvalues.
Remark: For \(1 \leq j \leq n\), set \(m_j = \sum_{i=1}^{j} \binom{n}{i}\). Then the eigenvalues \(\beta_i(Q)\) of \(Q\), in decreasing order, are given by

\[
\beta_0(Q) = 1, \quad \beta_i(Q) = 1 - \frac{2j}{n} \text{ for } m_j \leq i < m_{j+1},
\]

where \(j\) varies from 1 to \(n\). See, e.g., [5, 6]. It follows from the minimax characterization of eigenvalues and from Proposition 2.3 that the eigenvalues \(\beta_i(K)\) of \(K\) satisfy

\[
\beta_i(K) \leq 1 - \frac{2j}{n(n + 1)} \text{ for } m_j \leq i < m_{j+1},
\]

with \(1 \leq j \leq n\).

**Proof of Theorem 2.2:** The lower bound on \(\beta_{\min}\). We will use a slight variation on Proposition 2 of [12], page 40.

Suppose \((K, \pi)\) is a reversible Markov chain on the finite state space \(\mathcal{S}^\ast\). For each \(x \in \mathcal{S}^\ast\), let \(\Sigma_x\) be some fixed set of cycles at \(x\) of odd length. Let \(\Sigma = \cup_x \Sigma_x\). For each cycle \(\sigma \in \Sigma\), let \(|\sigma|\) be its length. Finally, let \(\theta\) be a non-negative function defined on \(\Sigma\) such that, for each \(x \in \mathcal{S}^\ast\),

\[
\sum_{\sigma \in \Sigma_x} \theta(\sigma) = \pi(x).
\]

Such a function \(\theta\) is called a flow on odd cycles (we will later encounter other kinds of flows for comparison between two chains). Then, the argument in [12], page 40, easily gives

**Lemma 2.4** With the above notation, for any finite reversible Markov chain and any flow \(\theta\) on odd cycles,

\[
\beta_{\min}(K) \geq -1 + \frac{2}{I(\theta)}
\]

where

\[
I(\theta) = \max_{x(\sigma, y) > 0} \left( \frac{1}{K(x, y)\pi(x)} \sum_{\sigma \in \Sigma \atop \sigma \neq \theta} r(\sigma, (x, y))|\sigma|\theta(\sigma) \right).
\]

Here, \(r(\sigma, (x, y))\) is the number of times the edge \((x, y)\) is used in \(\sigma\) (one can always assume that \(r(\sigma, (x, y)) \leq 2\) and, in our applications, it will always be at most 1).

To apply this to the case at hand, consider the following cycles. If \(x \in \mathcal{S}^\ast\) has \(|x| \neq n\), let \(\sigma_x\) be the trivial loop \((x, x)\) at \(x\), \(\Sigma_x = \{\sigma_x\}\) and set \(\theta(\sigma_x) = \pi(x)\).

If \(x = x_n \equiv 1\), let \(x_v\) be the labeling with a single zero at \(v\) and let \(\sigma_v\) be the loop \(x_v x_{v-1}, x_{v-1} x_v, x_v\) of length 3. There are \(n\) distinct such cycles which form \(\Sigma_{x_n}\).

For any \(\sigma \in \Sigma_{x_n}\), set \(\theta(\sigma) = \pi(x_n)/n\). To estimate \(I(\theta)\), we look at the different possible cases where
\[ I(\theta, x, y) = \frac{1}{K(x,y)\pi(x)} \sum_{\sigma \in \mathcal{G}(x,y)} |\sigma| \theta(\sigma) \]

is non-zero. First, pick an edge \((z, z)\) with \(|z| \leq n - 2\). Then \(K(z,z) = (|z| - n)/n \geq 2/n\) and \(\sum_{\sigma \in \mathcal{G}(z,z)} |\sigma| \theta(\sigma) = \pi(z)\) (the sum contains only one term). Thus \(I(\theta, z, z)\) is bounded by \(n/2\) in this case. Second, let \(|z| = n - 1\). Then \(K(z,z) \geq 1/n\) and \(\sum_{\sigma \in \mathcal{G}(z,z)} |\sigma| \theta(\sigma) = (1 + 3/n)\pi(z)\). Thus, \(I(\theta, z, z)\) is bounded by \(n + 3\) in this case. Third, pick \(v \in \mathcal{V}\) and \((x_s, x_u)\) [or \((x_v, x_u)\)]. Then, \(K(x_s, x_u) = 1/n\), \(\sum_{\sigma \in \mathcal{G}(x_s, x_u)} |\sigma| \theta(\sigma) = 3\pi(x_s)/n\) and \(I(\theta, x_s, x_u) = 3\). This gives the desired bound on \(\beta_{\min}(K)\).

The bounds on \(\beta_1(K)\) and \(\beta_{\min}(K)\) together with (1.5) show that the total variation distance between \(K_x^L\) and \(\pi\) is small after order \(n^3\) steps. The bounds on higher eigenvalues do not provide further improvement on this estimate because of the lack of invariance of the chain (see [8], Sect. 6). Instead, we will use the log-Sobolev constant \(\alpha(K)\).

**End of the proof of Theorem 2.2:** The lower bound on \(\alpha(K)\). The log-Sobolev constant of the chain \((Q, \mu)\) is \(\alpha(Q) = 1/n\), see [15]. Thus, (2.4) and (2.5) in Proposition 2.3 imply that

\[ \alpha(K) \geq 1/[n(n + 1)]. \]

The last and main statement in Theorem 2.2 now follows if we use the bounds on \(\beta_1(K)\), \(\beta_{\min}(K)\) and \(\alpha(K)\) in Theorem 1.1.

2.3 The general binary case

We now consider the case of the binary labeling of a general graph \(\mathcal{G}\). This will be studied by comparison with the special case of the complete graph. Let us fix notation. We let \(\mathcal{V}\) be the vertex set of the finite graph \(\mathcal{G}\) with oriented edge set \(\mathcal{E}\). We assume that there are no self-loops, that \(\mathcal{E}\) is symmetric, and that \(\mathcal{G}\) is connected. For each \((u, v) \in \mathcal{E}\), we fix a path \(\gamma_u,v\) joining \(u\) to \(v\) in \(\mathcal{G}\) and let \(|\gamma_u,v|\) be the length of this path. We set

\[ \Delta = \max_{x \in \mathcal{V}} \left( \sum_{u,v \in \mathcal{G}} |\gamma_u,v| \right). \]  

(2.8)

In the binary case, the chain defined at (1.1) on \(\mathcal{B} = \mathbb{Z}_2^\mathcal{G} \setminus \{0\}\) is given by

\[ P(x, y) = \begin{cases} \frac{\mathcal{N}_{\mathcal{G}}(x,y)}{|\mathcal{E}|} & \text{if } x \text{ and } y \text{ differ at exactly one vertex} \\ \frac{\sum_{v \in \mathcal{V}} \mathcal{N}_{\mathcal{G}}(x,v \rightarrow y)}{|\mathcal{E}|} & \text{if } x = y \\ 0 & \text{otherwise} \end{cases} \]

(2.9)

Here, for \(x\) and \(y\) that differ at exactly one vertex, say \(u\), \(\mathcal{N}_{\mathcal{G}}(x,y)\) is defined by
\[ N_G(x, y) = \text{the number of neighbors } v \text{ of } u \text{ such that } x(v) = 1. \quad (2.10) \]

The stationary distribution is \( \pi(x) = (2^n - 1)^{-1} \).

This chain will be studied by comparison with the chain \( K \) defined at (2.1) which corresponds to the complete graph.

**Theorem 2.5** The chain \( (P, \pi) \) at (2.9) has second largest eigenvalue bounded by

\[ \beta_1(P) \leq 1 - \frac{n - 1}{4(n + 1)|\mathcal{A}|\Delta}. \]

Its log-Sobolev constant satisfies

\[ \alpha(P) \geq \frac{n - 1}{8(n + 1)|\mathcal{A}|\Delta}. \]

Further the smallest eigenvalue satisfies

\[ \beta_{\min} \geq -1 + \frac{2nd_0}{|\mathcal{A}|(n + 3)} \]

where \( d_0 \) is a lower bound on the degree of any vertex in \( \mathcal{G} \). Finally, it follows from the above estimates that

\[ \|P^\ell_x - \pi\|_{TV} \leq 2e^{-c} \quad \text{for} \quad \ell \geq 1 + \frac{4|\mathcal{A}|\Delta(n + 1)}{n - 1} \left( \frac{\log n}{2} + c \right), \quad c > 0. \]

Before embarking with the proof, let us describe a few specific examples.

**Example 2a:** Let \( \mathcal{G} \) be the \( n \) point path \( \circ \cdots \cdots \circ \). In this case, \( |\mathcal{A}| = 2(n - 1) \) and \( \Delta \) can be bounded by \( \Delta \leq n^3/8 \). This gives

**Corollary 2.6** When \( \mathcal{G} \) is the \( n \) point path, the chain \( P \) at (2.9) satisfies

\[ \beta_1(P) \leq 1 - \frac{1}{(n + 1)n^3}, \quad \alpha(P) \geq \frac{1}{2(n + 1)n^3}, \]

and

\[ \|P^\ell_x - \pi\|_{TV} \leq 2e^{-c} \quad \text{for} \quad \ell \geq 1 + (n + 1)n^3 \left( \frac{\log n}{2} + c \right), \quad c > 0. \]

**Example 2b:** Let \( \mathcal{G} \) be a square grid with sides of length about \( \sqrt{n} \). Then, \( |\mathcal{A}| \) is of order \( n \), \( \Delta \) of order \( n^2 \) (for some reasonable choice of paths, see, e.g., [8]). In this case, the upper bound on the relaxation time \( \tau = (1 - \beta_1(P))^{-1} \) is of order \( n^3 \). The chain is close to equilibrium after order \( n^3 \log n \) steps.

**Example 2c:** For any graph on \( n \) vertices, we have the universal bounds \( |\mathcal{A}| \leq n(n - 1), \Delta \leq n^3 \). This gives an upper bound of order \( n^3 \) for the relaxation time and shows that the chain is close to equilibrium after order \( n^3 \log n \) steps. We do not know any examples where this is matched by a lower bound.
For the comparison argument, we will use Theorem 2.3 of [8], which we now recall. Suppose we have two reversible irreducible chains, say \((K, \mu)\) and \((P, \pi)\) on the same state space \(\mathcal{B}\). For each pair \((x, y) \in \mathcal{B} \times \mathcal{B}\) with \(x \neq y\) and \(K(x, y) > 0\), let \(\mathcal{F}_{x,y}\) be some fixed set of paths \(x = x_0, x_1, \ldots, x_k = y\) joining \(x\) to \(y\) and such that \(P(x_t, x_{t+1}) > 0\). Set

\[
\mathcal{F} = \bigcup_{(x,y) \in \mathcal{B} \times \mathcal{B}, K(x,y) > 0} \mathcal{F}_{x,y}.
\]

By definition, a \((P, K)\)-flow is a non-negative function \(\eta\) defined on \(\mathcal{F}\) and such that

\[
\sum_{\gamma \in \mathcal{F}} \eta(\gamma) = K(x,y)\mu(x),
\]

for all \((x,y) \in \mathcal{B} \times \mathcal{B}\) such that \(x \neq y\) and \(K(x,y) > 0\).

**Theorem 2.7 ([8])** Given a \((P, K)\)-flow \(\eta\), the Dirichlet forms \(\mathcal{E}_K\) and \(\mathcal{E}_P\) satisfy

\[
\mathcal{E}_K \leq A(\eta)\mathcal{E}_P
\]

with

\[
A(\eta) = \max_{(x,y)\in\mathcal{B} \times \mathcal{B}, K(x,y) > 0} \left( \frac{1}{P(x,y)\pi(x)} \sum_{\gamma \in \mathcal{F}(x,y)} |\gamma|\eta(\gamma) \right). \tag{2.12}
\]

Here \(|\gamma|\) denote the length of the path \(\gamma\) and \(\mathcal{F}(x,y)\) is the subset of those paths in \(\mathcal{F}\) that contain the edge \((x,y)\).

**Warning:** \(\mathcal{F}_{x,y}\) and \(\mathcal{F}(x,y)\) are two different subsets of \(\mathcal{F}\). The former is defined for each pair \((x,y)\) such that \(K(x,y) > 0\), whereas the latter is defined for each pair \((x,y)\) such that \(P(x,y) > 0\).

**Proof of Theorem 2.5:** We now proceed to define a \((P, K)\)-flow for the chain \(K\) at (2.1) and \(P\) at (2.9). First, we describe a set \(\mathcal{F}_{\xi, \zeta}\) of admissible paths joining \(\xi\) to \(\zeta\) when \(K(\xi, \zeta) > 0\) (and \(\xi \neq \zeta\)).

If \(\xi \neq \zeta\) and \(K(\xi, \zeta) > 0\), there exists \(u \in \mathcal{W}\) such that \(\xi(u) \neq \zeta(u)\) and \(\xi(u) = \zeta(v)\) for all \(v \neq u\). Moreover, there exists at least one \(v \neq u\) such that \(\xi(v) = 1\). We first treat the case when \(\xi(u) = 0, \ zeta(u) = 1\). \tag{2.13}

Let \(I(\xi, \zeta)\) be the set of all vertices \(v \in \mathcal{W}\), \(v \neq u\) such that \(\xi(v) = \zeta(v) = 1\). For each \(v \in I(\xi, \zeta)\), we are given a path \(\gamma_{v,u}\) joining \(v\) to \(u\) in the underlying graph \(\mathcal{W}\). Let \(v_0\) be the vertex on \(\gamma_{v,u}\) which is closest to \(u\) and has \(\xi(v_0) = 1\). Now define a path from \(\xi\) to \(\zeta\) as follows: let \(v_0, v_1, v_2, \ldots, v_k = u\) be the vertices on the path toward \(u\), starting at \(v_0\). First create a 1 at \(v_1\), then a 1 at \(v_2\), erase the 1 at \(v_1\), create a 1 at \(v_3\), erase the 1 at \(v_2\), etc., until a 1 is created at \(v_k = u\) and the 1 at \(v_{k-1}\) is erased. The resulting labeling is \(\zeta\). Note that the last step requires (2.13). The following picture illustrates this construction. All unlabeled vertices are 0. The picture shows only the vertices that are on the path \(\gamma_{v,u}\).
For each $v \in I(\xi, \zeta)$, and under the extra hypothesis that (2.13) is satisfied, this describes a path $\xi_0 = \xi, \xi_1, \ldots, \xi_k = \zeta$ from $\xi$ to $\zeta$. Call this path $\gamma_{\xi, \zeta}(v)$. We will say that $\gamma_{\xi, \zeta}(v)$ is built on the underlying path $\gamma_{v,u}$. Observe that $|\gamma_{\xi, \zeta}(v)| \leq 2|\gamma_{v,u}|$.

If (2.13) is not satisfied, i.e., if $\xi(u) = 1$, $\zeta(u) = 0$, then the above description give us a path $\gamma_{\xi, \zeta}(v)$ from $\zeta$ to $\xi$ for each $v \in I(\zeta, \xi) = I(\xi, \zeta)$. Now, we get a path from $\xi$ to $\zeta$ that we call $\gamma_{\xi, \zeta}(v)$ by moving along $\gamma_{\xi, \zeta}(v)$ backwards.

Let us pause here to look at what has been achieved so far: for each pair $(\xi, \zeta)$ with $\xi \neq \zeta$ and $K(\xi, \zeta) > 0$, we have built a set of paths $\mathcal{H}_{\xi, \zeta}$ indexed, with repetitions, by the set $I(\xi, \zeta)$ of those vertices $v$ such that $\xi(v) = \zeta(v) = 1$. Observe indeed that two different $v_1, v_2 \in I(\xi, \zeta)$ can give rise to the same path $\gamma = \gamma_{\xi, \zeta}(v_1) = \gamma_{\xi, \zeta}(v_2)$.

We define a $(P, K)$-flow $\eta$ on the set of all these paths by setting, for any $\gamma \in \mathcal{H}_{\xi, \zeta}$,

$$\eta(\gamma) = \frac{|\{v \in I(\xi, \zeta) : \gamma = \gamma_{\xi, \zeta}(v)\}|}{\min(|\xi|, |\zeta|)} K(\xi, \zeta) \pi(\xi).$$

(2.14)

Now, we are left with the task of bounding the constant $A(\eta)$ at (2.12).

**Proposition 2.8** For the $(P, K)$-flow $\eta$ defined at (2.14), the comparison constant $A(\eta)$ satisfies
A(\eta) \leq \frac{8|\mathcal{E}| \Delta}{n(n-1)}

Here \( n = |\mathcal{G}| \) is the number of vertices in the underlying graph \( \mathcal{G} \), \(|\mathcal{E}| \) is the number of oriented edges in \( \mathcal{G} \), and \( \Delta \) is defined at (2.8).

**Proof:** For the flow at (2.14) and with the parametrization of the paths in \( \mathcal{G} \) by \( \xi, \zeta \) such that \( K(\xi, \zeta) > 0 \) and \( v \in I(\xi, \zeta) \), the constant \( A(\eta) \) of (2.12) becomes

\[
A(\eta) = \frac{|\mathcal{E}|}{n(n-1)} \max_{(x,y) > 0} \left( \frac{1}{N_{\mathcal{G}}(x,y)} \sum_{\gamma_{\xi,\zeta}(v) \in (x,y)} |\gamma_{\xi,\zeta}(v)| \right).
\]

Here the sum runs over all \( \xi, \zeta \) such that \( K(\xi, \zeta) > 0 \) and all \( v \in I(\xi, \zeta) \).

Let us fix the ordered pair \( (x, y) \) such that \( P(x, y) > 0 \) and set

\[
F = F(x, y) = \sum_{\gamma_{\xi,\zeta}(v) \in (x,y)} |\gamma_{\xi,\zeta}(v)|.
\]

We want to estimate \( F \). Let \( w \) be the one and only vertex where \( x \) and \( y \) differ. Now, any path \( \gamma_{\xi,\zeta}(v) \) that appears in \( S \) must be supported by an underlying path \( \gamma_{v,u} \) in the underlying graph \( \mathcal{G} \). This path \( \gamma_{v,u} \) must go through \( w \). Moreover, there must exist at least one neighbor \( w' \) of \( u \) in \( \mathcal{G} \) such that \( x(w') = 1 \) and \((w, w') \) or \((w', w) \) is an edge in \( \gamma_{v,u} \). Finally, the path \( \gamma_{\xi,\zeta}(v) \) has length at most \( 2|\gamma_{v,u}| \).

Conversely, we claim that, given an ordered pair \( (v, u) \) such that \( \gamma_{v,u} \) contains \( w \) and a neighbor \( w' \) of \( w \) satisfying \( x(w') = 1 \), there are at most two \( (\xi, \zeta) \) such that \( \gamma_{\xi,\zeta}(v) \ni (x, y) \) with underlying path \( \gamma_{v,u} \). Taking this claim for granted, we obtain

\[
F \leq 4 \sum_{w'} \left( \sum_{w''} |\gamma_{v,u}| + \sum_{w''} |\gamma_{v,u}| \right) \leq 8N_{\mathcal{G}}(x, y) \Delta,
\]

where \( N_{\mathcal{G}}(x, y) \) is defined at (2.10). Proposition 2.8 follows.

We must still prove the claim. Roughly speaking, the claim follows because, given \( (x, y) \) and \( \gamma_{v,u} \), the two unknown configurations \( \xi \) and \( \zeta \) can differ from \( x \) only at \( u \), at \( w \), and at one of the two neighbors of \( w \) along \( \gamma_{v,u} \). This certainly offers only a finite number of possibilities. Observe that this is true only because of the way we constructed \( \gamma_{\xi,\zeta}(v) \) out of \( \gamma_{v,u} \). To show that this finite number is 2, we have to be more careful.

**Proof of the claim:** We are given \( x \) and \( y \) that differ only at some \( w \in \mathcal{G} \).

We are also given \( (v, u) \) such that \( \gamma_{v,u} \ni w \) and a neighbor \( w' \) of \( w \) such that \( x(w) = 1 \) and \( (w, w') \) or \((w', w) \) belongs to \( \gamma_{v,u} \). We are looking for all the \( (\xi, \zeta) \) with \( K(\xi, \zeta) > 0 \) such that \( \gamma_{\xi,\zeta}(v) \) is built on \( \gamma_{v,u} \).
First, observe that there are obvious necessary conditions that any such ordered pair \((\xi, \zeta)\) must satisfy. These are: "\(x(v) = \xi(v) = 1\)" as well as "\(\xi\) and \(\zeta\) differ at \(u\) and only at \(u\)."

**Case 1** Consider the case where \((w', w) \in \gamma_{v,u}\).

**Case 1.1** Assume that \(x(w) = 0\).

\[
\begin{array}{c}
\begin{array}{cccccccc}
& & & & & & & \\
\text{x} & 1 & & & & & & 1 & 0 & \\
& v & & & & & & w' & w & u \\
\end{array} \\
\begin{array}{cccccccc}
& & & & & & & \\
\text{y} & 1 & & & & & & w' & w & u \\
& v & & & & & & w & w & u \\
\end{array}
\end{array}
\]

Then, we are moving 1 towards \(u\). This can only happen if \(\xi(u) = 0\), \(\zeta(u) = 1\) (Observe also that this implies that \(x(t) = 0\) for any vertex \(t\) following \(w\) along the path \(\gamma_{v,u}\)). We are left with only two possibilities. Either \(\xi(w') = 1\), and this was the very first step on the path \(\gamma_{v,v,v}(v)\) that we can now reconstruct completely from the known data. Or \(\xi(w') = 0\). Then, the first vertex \(s\) towards \(v\) such that \(x(s) = 1\) indicates where we started moving 1 towards \(u\) and we can reconstruct the path from what we know.

**Case 1.2** Assume that \(x(w) = 1\).

\[
\begin{array}{c}
\begin{array}{cccccccc}
& & & & & & & \\
\text{x} & 1 & & & & & & 1 & 1 & \\
& v & & & & & & w' & w & u \\
\end{array} \\
\begin{array}{cccccccc}
& & & & & & & \\
\text{y} & 1 & & & & & & w' & 0 & w & u \\
& v & & & & & & w & w & u \\
\end{array}
\end{array}
\]

Then we are moving 1 towards \(v\). This implies that \(\xi(u) = 1\), \(\zeta(u) = 0\). (Observe again that this implies \(x(t) = 0\) for any vertex \(t\) following \(w\) along the path \(\gamma_{v,u}\)). We are left again with only two possibilities. Either \(\xi(w') = 1\), and this was the very last step on the path \(\gamma_{v,v,v}(v)\). Or \(\xi(w') = 0\), and we must keep moving the label 1 towards \(v\) until we reach the first 1 to the left of \(w'\). In both cases, we can easily reconstruct the path \(\gamma_{v,v,v}(v)\) from what we know.

**Case 2** Consider now the case where \((w, w') \in \gamma_{v,u}\).

**Case 2.1** Assume that \(x(w) = 0\).

\[
\begin{array}{c}
\begin{array}{cccccccc}
& & & & & & & \\
\text{x} & 1 & & & & & & 0 & 1 & \\
& v & & & & & & w' & w & u \\
\end{array} \\
\begin{array}{cccccccc}
& & & & & & & \\
\text{y} & 1 & & & & & & 1 & 1 & w' & u \\
& v & & & & & & w & w & u \\
\end{array}
\end{array}
\]

Then, we are moving 1 towards \(v\). Thus, \(\xi(u) = 1\), \(\zeta(u) = 0\). Either \(\xi(w) = 1\) and there is only one last step to be done in order to reach \(\zeta\), namely, erasing the 1 at \(w'\). Or \(\xi(w) = 0\), and we must keep moving 1 towards \(v\) until we reach the first label 1 on our way. Again this lets us find \(\xi\) and \(\zeta\).

**Case 2.2** Assume that \(x(w) = 1\).
Then, we are moving 1 towards $u$. There is only one thing to do: continue to move the 1 along the path to find $\zeta$ and $\xi$!

This case by case study proves the claim and finishes the proof of Proposition 2.8.

The first two statements in Theorem 2.5 follow from Proposition 2.8 and the results previously obtained for the complete graph. The lower bound on the smallest eigenvalue is given by the following lemma.

**Lemma 2.9** The smallest eigenvalue of the chain $P$ at (2.9) satisfies

$$\beta_{\min} \geq -1 + \frac{2nd_0}{|\mathcal{E}|(n+3)}.$$

Here, $d_0$ is the smallest degree of a vertex in the underlying graph $\mathcal{G}$.

**Proof:** We use Lemma 2.4. We also use the same cycles $\sigma$ and the same “flow” $\theta$ as in the proof of the lower bound on $\beta_{\min}$ in Theorem 2.2 (the case of the complete graph). We refer the reader to the lines following Lemma 2.4 for unexplained notation. We have to bound

$$\frac{1}{P(x,y)\pi(x)} \sum_{\sigma \in \mathcal{G}(x,y)} |\sigma| \theta(\sigma)$$

for $x = y \neq x_*$, and for $(x_*, x_y)$ and $(x_y, x_*)$. Let $d_0$ be the smallest degree of a vertex in the underlying graph. First, pick $z$ with $|z| \leq n - 2$. Then, $P(x, y) \geq 2d_0/|\mathcal{E}|$ and $\sum_{\sigma \in \mathcal{G}(x,y)} |\sigma| \theta(\sigma) = \pi(z)$. Next, let $|z| = n - 1$. Then $P(x, y) \geq d_0/|\mathcal{E}|$ and $\sum_{\sigma \in \mathcal{G}(x,y)} |\sigma| \theta(\sigma) = (1 + 3/n)\pi(z)$. Finally, for $(x_*, x_y)$ or $(x_y, x_*)$, $P(x_*, x_y) \geq d_0/|\mathcal{E}|$ and $\sum_{\sigma \in \mathcal{G}(x_*, x_y)} |\sigma| \theta(\sigma) \leq \pi(x_*)/n$.

To conclude the proof of Theorem 2.5 and obtain the convergence in total variation, we just have to invoke the estimates on $\beta_1, \beta_{\min}$ and $\alpha$ and use these in Theorem 1.1.

### 3. Cyclic $p$-groups

This section explores the comparison argument of Sect. 2 for groups other than $\mathbb{Z}_2$. We mainly focus on the case where $\mathcal{G}$ is the complete graph on $n$ vertices and $G = \mathbb{Z}_q$ with $q = p^a$, $p$ prime. For large $n$ and fixed $q$, we extend the results obtained in the binary case. More precisely, we prove
Theorem 3.1 Let $\mathcal{G}$ be the complete graph on $n$ vertices. If $G = \mathbb{Z}_q$ with $q = p^a$, $p$ prime, the walk $K$ defined at (1.1) satisfies

$$
\|K^\ell - \pi\|_{TV} \leq 2e^{-c} \quad \text{for} \quad \ell \geq 1 + 6n^2q^2(\log(q-1))(\log \log q^a) + 8n^2q^2c, \quad c > 0.
$$

This shows that the chain reaches stationarity after order $n^2 \log n$ steps for any fixed $q = p^a$. Thus, for $G = \mathbb{Z}_p$ with $p = 2, 3, 4, 5, 7, 8, 9$, $n^2 \log n$ steps are enough. For $G = \mathbb{Z}_d$ or $G = \mathbb{Z}_{10}$, we also know that $n^2 \log n$ steps are enough but the argument is much more involved. See [11].

Let us introduce some notation. Fix a finite group $G$ and set $\mathcal{A} = G^n$. For $x, y$ in $\mathcal{A} \times \mathcal{A}$, write

$$
x \sim y \quad \text{if} \quad x \text{ and } y \text{ differ exactly in one coordinate},
$$

and write

$$
x \approx y \quad \text{if} \quad \begin{cases} x \text{ and } y \text{ differ exactly in one coordinate, say } x_i \neq y_i, \\ \text{and there exists } j \neq i \text{ such that } y_i = x_jx_j^\pm 1. \end{cases}
$$

If $x \approx y$ with $x_i \neq y_i$, let

$$
N(x, y) = \begin{cases} \text{the number of } j \text{ such that } x_i^{-1}y_i = x_j^\pm 1 \text{ if } x_i^{-1}y_i \neq (x_i^{-1}y_j)^{-1} \\ \text{twice this number if } x_i^{-1}y_i = (x_i^{-1}y_j)^{-1}. \end{cases}
$$

Finally, let $N(x)$ be the number of coordinates equal to the identity in $x$. With this notation the chain (1.1) on the complete graph on $n$ vertices is given by

$$
K(x, y) = \begin{cases} 0 & \text{if } x \neq y \text{ and } x \neq y \\ \frac{N(x, y)}{2n(n-1)} & \text{if } x \approx y \\ \frac{N(x)}{n} & \text{if } x = y. \end{cases}
$$

(3.1)

In what follows, $\mathcal{B}^*$ denotes the set of all generating $n$-tuples. Lemma 3.2 below shows that $K$ is irreducible on $\mathcal{B}^*$ with stationary measure $\pi(x) = |\mathcal{B}^*|^{-1}$ when $n$ is large enough.

We now discuss the irreducibility of $K$. Let $G$ be a finite group. Let $S \subseteq G$ be a set of generators. Say $S$ is minimal if no smaller subset of $S$ generates $G$. Define $\overline{m}(G)$ as the maximal size of a minimal generating set. If $S$ is a generating set with $|S| = \overline{m}(G)$, then deleting successive elements of $S$ results in a strictly decreasing sequence of subgroups. If $|G| = \prod p^{a_p}$ is a factorization of the size of $G$ into distinct prime powers, we see

$$
\overline{m}(G) \leq \sum_{p \mid |G|} a_p.
$$

For example, let $G$ be the symmetric group $S_d$. Then, for primes $p \leq d$, $a_p = [d/p] + [d/p^2] + \ldots \leq d/[p(1 - 1/p)] \leq 2d/p$. Thus,

$$
\overline{m}(S_d) \leq 2d \sum_{p \leq d} \frac{1}{p} \sim 2d \log \log d.
$$
In fact, using results of Babai [1] and Cameron et al. [2], \( m(S_d) \leq 2d \). The classical generating set \( S = (1, 2), (2, 3), \ldots, (d - 1, d) \) shows \( m(S_d) \geq d - 1 \).

Let \( m(G) \) be the smallest size of a generating set of \( G \). Thus, for the symmetric group \( S_d \), \( m(S_d) = 2 \). For \( p \)-groups \( m(G) = \overline{m}(G) \) and for cyclic \( p \) groups, \( m(G) = \overline{m}(G) = 1 \). The numbers \( m(G), \overline{m}(G) \), appear in the following slight generalization of a result of Celler et al. [3] which gives a useful condition for the walk at (1.1) to be irreducible on the set of generating sequences.

**Lemma 3.2** Let \( G \) be a finite group. Then, the random walk (1.1) on a complete graph of \( n \geq m(G) + \overline{m}(G) \) vertices gives an irreducible symmetric Markov chain on the set of \( n \)-tuples \( (x_1, \ldots, x_n) \) which generate \( G \). The stationary distribution is uniform.

**Proof**: Let \( \mathcal{R} \) be the set of \( n \)-tuples of elements of \( G \) which generate \( G \). Fix a generating sequence \( (y_1, \ldots, y_m) \) of length \( m = m(G) \). Any \( n \)-tuple \( (x_1, \ldots, x_n) \) which generates \( G \) can be brought to \( (y_1, y_2, \ldots, y_m, id, \ldots, id) \). Indeed, a subsequence of length at most \( \overline{m}(G) \) in \( (x_1, \ldots, x_n) \) generates and so one can produce \( y_1, \ldots, y_m \) in the complementary positions to this generating sequence. Using \( y_1, \ldots, y_m \), we can set all the remaining positions to \( id \). Then, it is easy to order the \( y_i \) as we wish. This shows that the Markov chain (1.1) is irreducible on \( \mathcal{R} \).

Since it is symmetric and has some holding, it is ergodic with uniform stationary distribution.

**Remarks**: For some classes of groups, the conclusion of Lemma 3.2 holds for all \( n \geq m(G) + 1 \). Diaconis and Graham [7] show this for \( p \)-groups and for Abelian group. Note that often \( m(G) \leq \overline{m}(G) \). For example, for \( \mathbb{Z}_{pq} \), \( m(G) = 1, \overline{m}(G) = 2 \). Note that determining the size of the state space \( \mathcal{R} \) is a complicated problem (see [11]).

For the comparison argument we will use the chain \( Q \) on \( \mathcal{C} = G^n \) defined by

\[
Q(x, y) = \begin{cases} 
0 & \text{if } x \not\sim y \text{ and } x \neq y \\
\frac{1}{|G|} & \text{if } x \sim y \\
\frac{1}{|G|} & \text{if } x = y.
\end{cases} \tag{3.2}
\]

This chain picks a coordinate uniformly at random and multiplies this coordinate by a uniformly chosen element of \( G \). Its stationary measure is \( \mu(x) = |\mathcal{C}|^{-1} = |G|^{-n} \). It is a product chain with second largest eigenvalue

\[
\beta_1(Q) = 1 - \frac{1}{n}.
\]

Its log-Sobolev constant can be computed exactly using Lemma 3.2 and Corollary 5.5 in [10]. It is given by

\[
\alpha(Q) = \frac{\langle |G| - 2 \rangle}{n |G| \log(|G| - 1)}.
\]

We need a bound on the least eigenvalue of \( K \).
Proposition 3.3 The chain \( K \) at (3.1) has its least eigenvalue bounded by

\[
\beta_{\text{min}}(K) \geq -1 + \frac{n - b}{n(n - 1)(|G|^2 - 1)} \geq -1 + \frac{1}{2n|G|^2}.
\]

Here \( n \geq 2m(G) \).

Proof: To obtain the stated inequality we need a simple universal estimate. Let \( G \) be any finite group with generating set \( S \). Write \( |g|_S \) for the word length of \( g \in G \) with respect to \( S \) (\(|\text{id}|_S = 0\)). We claim that

\[
\sum_{g \in G} |g|_S \leq \frac{|G|(|G| - 1)}{2}. \tag{3.3}
\]

Indeed, for each \( i \), the existence of an element of length \( i \) implies the existence of at least one element of length \( i - 1 \). Thus, the worst case is when there is exactly one element of length \( i \) for each \( 0 \leq i \leq |G| - 1 \) and \( \sum_{i=0}^{|G|-1} i = |G|(|G| - 1)/2 \).

Now, to prove Proposition 3.3, use Lemma 2.4 with the following flow \( \theta \) on cycles: If one of the coordinates of \( x \) is the identity, set

\[
\Sigma_x = \{ \sigma_x \} \quad \text{with} \quad \sigma_x = (x, x).
\]

If none of the coordinates of \( x \) is the identity, fix a generating subset \( S \) occupying \( b \) coordinates \( \{i_1, \ldots, i_b\} \) of \( x \) and pick a coordinate, say \( x_{i_1} \), not in this subset. Write \( x_{i_1} \) as a word using elements in \( S \). This describes a path \( \gamma_{x,i} \) from \( x \) to \( x^i \) where \( x^i \) is the \( n \)-tuple with \( i \)th coordinate the identity and all other coordinates equal to those of \( x \). Set

\[
\Sigma_x = \{ \sigma_{x,i} : i \notin \{i_1, \ldots, i_b\} \}
\]

where \( \sigma_{x,i} \) is the cycle that goes from \( x \) to \( x^i \) along \( \gamma_{x,i} \), holds at \( x^i \) for one step and goes back to \( x \). Now, for any cycle \( \sigma \), set

\[
\theta(\sigma) = \begin{cases} 
\frac{1}{|\Sigma_x|} \pi(x) & \text{if } \sigma \in \Sigma_x \\
0 & \text{otherwise}.
\end{cases}
\]

Observe that \( |\Sigma_x| = n - b \) when none of the coordinates of \( x \) is the identity.

Then, we have to bound

\[
I(\theta) = \max_{\sigma, x, y, z \in G} \frac{1}{K(x, y)\pi(x)} \sum_{\sigma \in \Sigma_x} |\sigma|\theta(\sigma).
\]

First, examine the case where \( x = y \) contains more than one coordinate equal to the identity. Then, the quantity we have to bound becomes \( n/N(x) \leq n/2 \).

Second, if \( x = y \) contains exactly one coordinate, say \( x_{i_1} \), equal to the identity. Then, we have to bound

\[
n \left(1 + \sum_{g \in G} \frac{2|g|_S + 1}{n-b} \right) \leq \frac{n(n - b + |G|^2 - 1)}{n-b}.
\]
Here \(|g|_x\) denotes the length of \(g\) in some generating set which depends on \(x\) and we have used (3.3) to obtain the right hand side.

Finally, if \(x, y\) differ at exactly one coordinate, say \(x_i \neq y_i\), then we have to bound
\[
\frac{2n(n-1)}{N(x,y)} \sum_{g \in G} \frac{2|g|_x + 1}{n-b} \leq \frac{2n(n-1)(|G|^2 - 1)}{n-b}.
\]

Using the fact that \(n \geq 2b\), we get
\[
I(\theta) \leq \frac{2n(n-1)(|G|^2 - 1)}{n-b} \leq 4n|G|^2.
\]

This proves Proposition 3.3.

We now define an extension of functions \(f : \mathcal{B} \to \mathbb{R}\) to \(\mathcal{E}\) similar to (2.2).

For the rest of this section we restrict our attention to the case \(G = \mathbb{Z}_q\), \(q = p^a\), \(p\) a prime. Set
\[
\mathcal{M} = \{1 \leq t \leq q - 1; p\text{ does not divide } t\}.
\]

Thus \(|\mathcal{M}| = p^{a-1}(p - 1)\). Further, set
\[
\bar{f}(x) = \begin{cases} \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \sum_{i \leq a \leq n} f(x_i') & \text{if } x \in \mathcal{B} \\ f(x) & \text{if } x \in \mathcal{E} \setminus \mathcal{B} \end{cases}
\]

Here \(x_i'\) is the \(n\)-tuple obtained from \(x\) by replacing the \(i^{th}\) entry of \(x\) by \(m\). The following lemma is easy.

**Lemma 3.4** The chains \(K\) and \(Q\) defined by (3.1), (3.2) satisfy
\[
\text{Var}_{\pi}(f) \leq \frac{|\mathcal{E}|}{|\mathcal{B}|} \text{Var}_{\mu}(\bar{f}), \quad (3.4)
\]
\[
\mathcal{L}_*(f) \leq \frac{|\mathcal{E}|}{|\mathcal{B}|} \mathcal{L}_*(\bar{f}). \quad (3.5)
\]

**Proof:** Use the argument given for the similar statements (2.3, 2.4) in Proposition 2.3. Actually, any extension of \(f\) would do the job here.

**Remark:** In the present case where \(G = \mathbb{Z}_p^a, p\) a prime, the size of the state space \(\mathcal{B}\) is easy to compute. Namely, \(|\mathcal{B}| = p^{na} - p^{n(a-1)}\). Thus, \(\mathcal{B} \sim \mathcal{E}\) as \(p\) and \(n\) tend to infinity. Our comparison argument does not require us to determine the size of \(\mathcal{B}\) because the ratio \(|\mathcal{E}|/|\mathcal{B}|\) in the above comparison of the variances cancel with \(|\mathcal{B}|/|\mathcal{E}|\) in the comparison of the Dirichlet forms of Proposition 3.5 below.

We now reach the crucial part of the comparison argument. The Dirichlet forms \(\mathcal{E}_Q(\bar{f}, \bar{f})\) and \(\mathcal{E}_K(f, f)\) must be compared.
Proposition 3.5 For \( G = \mathbb{Z}_p, q = p^a, p \geq 3 \) prime, and \( n \geq 2 \), the chain \( K \) and \( Q \) defined at (3.1), (3.2) satisfy

\[
\mathcal{E}_Q(\bar{f}, \bar{f}) \leq \frac{8(n-1)q^2|\mathcal{S}|}{|\mathcal{X}|} \mathcal{E}_K(f, f)
\]

for all \( f : \mathcal{S} \to \mathbb{R} \).

Proof: Write

\[
\mathcal{E}_Q(\bar{f}, \bar{f}) = \frac{1}{2n|G|^{n+1}} \times \left( \sum_{x \in \mathcal{S}} |f(x) - f(y)|^2 + 2 \sum_{x \in \mathcal{S}, y \in \mathcal{S}} |f(x) - f(y)|^2 + \sum_{x, y \in \mathcal{S}} |\bar{f}(x) - \bar{f}(y)|^2 \right)
\]

\[
= \frac{1}{2n|G|^{n+1}} (R_1 + 2R_2 + R_3). \tag{3.6}
\]

We first leave \( R_1 \) as it is and bound \( R_2 \) and \( R_3 \) in terms of \( R_1 \). For \( R_3 \), write

\[
R_3 = \sum_{x, y \in \mathcal{S}, x \neq y} |\bar{f}(x) - \bar{f}(y)|^2
\]

\[
= \frac{1}{n^2|\mathcal{M}|^2} \sum_{x, y \in \mathcal{S}, x \neq y} |(\sum_{i, m} f(x_m^i) - (\sum_{i, m} f(y_m^i))|^2
\]

\[
\leq \frac{1}{n|\mathcal{M}|^2} \sum_{x, y \in \mathcal{S}, x \neq y} |f(x_m^i) - f(y_m^i)|^2
\]

\[
= \frac{1}{n|\mathcal{M}|} \sum_{x, y \in \mathcal{S}, x \neq y} |f(x) - f(y)|^2 \sum_{i, m} 1_{x_m^i \neq x_m^j} 1_{y_m^i \neq y_m^j}
\]

\[
\leq \frac{|G| - |\mathcal{M}|}{n|\mathcal{M}|} R_1 = \frac{1}{n(p-1)} R_1. \tag{3.7}
\]

To see the last inequality observe that \( x_m^i = z \) determines \( i \) as the only coordinate in \( z \) such that \( z_i \in \mathcal{M} \) (because \( x \in \mathcal{S} \setminus \mathcal{S} \)). Thus, \( z \) and \( w \) determine \( i, m \) and a place \( j \) where they differ. Now \( x \) and \( y \) must differ only at \( j \). We are left with the choice of the coordinate \( x_i = y_i \) in \( G \setminus \mathcal{M} \). The factor \( |G| - |\mathcal{M}| \) accounts for this choice.

For \( R_2 \), recall that

\[
R_2 = \sum_{x, y \in \mathcal{S}, x \neq y} \left| \left( \frac{1}{|\mathcal{M}|} \sum_{i, m} f(x_m^i) \right) - f(y) \right|^2.
\]

In the above sum we have \( y \sim x \) so that there must be an \( \ell \in \mathcal{M} \) and a \( j \in \{1, \ldots, n\} \) such that \( y = x_{\ell}^j \). Thus,
\[ R_2 = \sum_{x \in \mathbb{R} \setminus \mathbb{R}_r} \sum_{j, k} \left| \left( \frac{1}{n|\mathcal{M}|} \sum_{i, m} f(x_{i, m}^j) \right) - f(x_k^j) \right|^2 \]
\[ = \frac{1}{2n|\mathcal{M}|} \sum_{x \in \mathbb{R} \setminus \mathbb{R}_r} \sum_{j, k, l} \sum_{i, m} |f(x_{i, m}^j) - f(x_k^j)|^2. \]

If \( i = j, x_m^j \sim x_k^j \). For \( i \neq j \) write
\[ |f(x_{i, m}^j) - f(x_k^j)|^2 \leq 2 \left( |f(x_{i, m}^j) - f([x_{i, m}^j])|^2 + |f([x_{i, m}^j]) - f(x_k^j)|^2 \right). \]

Observe that these differences are all taken over edges \((z, w)\) with \( z, w \in \mathbb{R}_r \) and \( z \sim w \). Moreover
\[ \sum_{x \in \mathbb{R} \setminus \mathbb{R}_r} \sum_{j, k, l} \sum_{i, m} |f(x_{i, m}^j) - f(x_k^j)|^2 \]
\[ \leq 2 \sum_{z, w \in \mathbb{R}_r} |f(z) - f(w)|^2 \sum_{x \in \mathbb{R} \setminus \mathbb{R}_r} \sum_{j, k, l} \sum_{i, m} \left( 1_{z = x_{i, m}^j} 1_{w = x_k^j} + 1_{z = x_k^j} 1_{w = x_{i, m}^j} \right) \]
\[ \leq 4(|G| - |\mathcal{M}|)R_1 = 4p^{a-1}R_1. \]

To obtain the last inequality, observe that the condition \( z = x_{i, m}^j, w = [x_{i, m}^j] \) determines \( i \) as the only place with coordinate in \( \mathcal{M} \) and \( j \) as the only place where \( z \) and \( w \) differ. It also determines \( m \) and \( k \) and all but the \( i^{th} \) coordinates of \( x \). There are \( |G| - |\mathcal{M}| \) distinct possible choices for \( x_i \). Similarly, the condition \( z = [x_{i, m}^j], w = x_k^j \) determines \( i, j, k, m \) and leaves only \( |G| - |\mathcal{M}| \) distinct choices for \( x \).

In conclusion we have proved that
\[ \mathbb{R}_Q(\vec{f}, \vec{f}) \leq \frac{1}{2n|G|^{n+1}} \left( 1 + \frac{3}{n(p - 1)} \right) R_1. \]  

(3.8)

The next step is to bound
\[ R_1 = \sum_{\substack{x, y \in \mathbb{R} \setminus \mathbb{R}_d \atop x \sim y}} |f(x) - f(y)|^2 \]
in terms of
\[ \sum_{z, w \in \mathbb{R} \setminus \mathbb{R}_d \atop z \sim w} |f(z) - f(w)|^2. \]

Let \( e_i \) denote the \( n \)-tuple with all coordinates zero except the \( i^{th} \) which is one. Given \( x, y \in \mathbb{R}_r \) such that \( x \sim y \), consider three cases:
1) If \( x \approx y \), do nothing. This will contribute a factor \( 1 \) to the edge \( z = x, w = y \).
2) If \( x \neq y \), differ exactly at the \( i^{th} \) coordinate and there exists \( j \neq i \) such that \( x_j = y_j \in \mathcal{M} \), write
\[
|f(x) - f(y)|^2 \leq \frac{q}{2} \sum_{i=1}^{q-1} |f(x + \ell x_i e_i) - f(x + (\ell + 1)x_i e_i)|^2.
\]

When summing over all \(x, y\) this will contribute at most a factor of \(q|G|^2/2 = q^2/2\) to each edge \((z, w)\) with \(z \approx w\). Indeed, the condition \(z = x + \ell x_i e_i,\ w = x + (\ell + 1)x_i e_i\) determines \(i\) and all but the \(i^{th}\) coordinates of \(x\) and \(y\). Pick the \(i^{th}\) coordinate of \(x\) and that of \(y\), each among the \(|G|\) possible choices. Finally, this also determines \(\ell\).

3) If \(x \neq y\) differ exactly at the \(i^{th}\) coordinate and all the other coordinates are divisible by \(p\), write

\[
|f(x) - f(y)|^2 \leq \frac{q}{n-1} \sum_{j \neq i} \left(|f(x + y_i - x_i - y_j e_j) - f(y + y_i - x_i - y_j e_j)|^2 + |f(y + y_i - x_i e_j) - f(y + [\ell y_i - x_i e_j]|^2\right)
\]

When summing over all \(x, y\) this will contribute at most a factor

\[
\frac{q+1}{n-1} (2|G|(|G| - |\mathcal{M}|) + 1) \leq 1 + q^3.
\]

Thus, this case by case study gives

\[
R_1 \leq 2q^3 \sum_{x, w \in \mathcal{X}} |f(x) - f(w)|^2.
\]

This inequality, together with (3.6), (3.7), (3.8), yields

\[
\mathcal{E}_Q(\hat{f}, \hat{f}) \leq \frac{1}{2n|G|^{|\mathcal{X}|}} \left(1 + \frac{3}{n(p-1)}\right) R_1
\]

\[
\leq \frac{1}{2n|G|^{|\mathcal{X}|}} \left(1 + \frac{3}{n(p-1)}\right) 2q^3 \sum_{x, w \in \mathcal{X}} |f(x) - f(w)|^2
\]

\[
\leq \frac{8(n-1)q^2|\mathcal{X}|}{|\mathcal{X}|} \mathcal{E}_K(f, f)
\]

which proves Proposition 3.5.

Proof of Theorem 3.1: It follows from Lemma 3.4, Proposition 3.5, and the results given above for \(Q\) that the second largest eigenvalue of \(K\) is bounded by

\[
\beta_2(K) \leq 1 - \frac{1}{8n^2q^2}.
\]

Similarly, for the log-Sobolev constant,
\[ \alpha(K) \geq \frac{q - 2}{8n^2q^3 \log(q - 1)}. \]

Now, apply Proposition 3.3 and Theorem 1.1.

**Remark:** Assume that \( a = 1 \), i.e., \( q = p \) is a prime. Then there is no difficulty in extending the comparison argument of Sect. 2.B to study the walk (1.1) with \( G = \mathbb{Z}_p \) on a connected graph \( \mathcal{G} \). This produces just an extra factor of \( p \):

**Theorem 3.6** For \( n, p \geq 3 \), \( p \) prime, let \( G = \mathbb{Z}_p \) and \( \mathcal{G} = (\mathcal{G}, \mathcal{A}) \) be a connected graph. Then the chain \( K \) at (3.1) on the complete graph and the chain \( P \) on \( \mathcal{G} = \mathbb{Z}_p \setminus \{0\} \) defined at (1.1) with underlying graph \( \mathcal{G} \) satisfy

\[ E_K \leq A E_P \]

with

\[ A = \frac{4p |\mathcal{A}| \Delta}{n(n - 1)}. \]

For any graph \( \mathcal{G} \), this, together with an easy bound on the least eigenvalue, shows that the chain \( P \) reaches stationarity after order \( n^2 p^3 (\log p)(\log \log p)^a \).

In principle, the argument can also be used if \( q = p^a \), \( a > 1 \), but it gets more complicated and we have not worked out the details.

4. A matrix walk argument

This section connects the walk (1.1) to certain matrix walks. Namely, consider the walk (1.1) based on the complete graph on \( n \) vertices with \( G = \mathbb{Z}_p^k \) with \( p \) prime and \( k \leq n \). At each stage, this walk proceeds by picking a pair of coordinates at random and adding \( \pm 1 \) times one coordinate to the other. This can be represented as the walk generated by the last \( k \) columns of the walk on \( SL_n(\mathbb{Z}_p) \) generated by elementary transvections. To define this formally, for \( i \neq j \), let \( E_{i,j} \) be the \( n \times n \) matrix with ones down the diagonal and a 1 in position \( (i,j) \), zeros elsewhere. This operates on \( n \) copies of \( \mathbb{Z}_p^k \) arranged as an \( n \times k \) array by adding the \( j^{th} \) row to the \( i^{th} \) row. The following proposition shows that the walk generated by \( E_{i,j}^{\pm 1} \) has mixing time of order \( n^2 (\log p)^2 \). We relate this to the walks of the present paper following the proof.

**Theorem 4.1** Let \( Q \) be the uniform distribution on the set \( \{E_{i,j}^{\pm 1}\} \) of elementary transvections in \( SL_n(\mathbb{Z}_p) \). Then,

\[ \|Q^{(t)} - U\|_{TV} \leq Ae^{-at} \quad \text{for} \quad \ell \geq (n \log p)^2 \left(n^2 \log p + t\right) \quad \text{with} \quad t > 0. \]

with \( A, a > 0 \) universal computable constants, independent of \( \ell, n, p \). Here \( Q^{(t)} \) denotes the \( t^{th} \) convolution power of the probability measure \( Q \).
The proof uses comparison techniques from [8, 9] to allow work of Hildebrand to be brought to bear. We need a corollary of Theorem 2.7 which is not explicitly stated in either [8] or [9] and which has some independent interest. It gives a comparison between two Markov chains on the same state space in presence of symmetry.

Let \((K, \mu), (P, \pi)\) be two reversible irreducible chains on the same state space \(\mathcal{X}\). Consider the two edge sets \(\mathcal{E}(K), \mathcal{E}(P)\) where

\[
\mathcal{E}(P) = \{(x, y) \in \mathcal{X} \times \mathcal{X} : P(x, y) > 0, x \neq y\}
\]

and similarly for \(\mathcal{E}(K)\). For each \((x, y)\) in \(\mathcal{E}(K)\) let \(\Gamma_{x,y}\) be the set of all geodesic paths joining \(x\) to \(y\) in the graph \((\mathcal{X}, \mathcal{E}(P))\). Define a \(K, P\)-flow (see the definition before Theorem 2.7) \(\eta\) by setting

\[
\eta(\gamma) = \begin{cases} 
\frac{K(x,y)\mu(x)}{|\Gamma_{x,y}|} & \text{if } \gamma \in \Gamma_{x,y} \\
0 & \text{otherwise.}
\end{cases}
\]

Then, Theorem 2.7 shows that \(\mathcal{G}_K \leq A(\eta)\mathcal{G}_P\) with

\[
A(\eta) = \max_{(x, y) \in \mathcal{E}(P)} \frac{1}{P(z, w)\pi(z)} \sum_{(x, y) \in \mathcal{E}(K)} \sum_{\gamma \in \Gamma_{x,y}} |\gamma|K(x, y)\mu(x) |\Gamma_{x,y}|
\]

where \(|\gamma|\) is the length of the path \(\gamma\) which depends only on \(x, y\) if \(\gamma \in \Gamma_{x,y}\).

Our main assumption will be that there is a group \(H\) acting on the state space \(\mathcal{X}\) which preserves both chains and acts transitively on \(\mathcal{E}(P)\).

**Theorem 4.2** Assume that \(K\) and \(P\) are two reversible Markov chains on the same finite state space \(\mathcal{X}\) with uniform stationary measure \(\pi \equiv 1/|\mathcal{X}|\). Assume further that there is a group \(H\) acting on \(\mathcal{X}\) an such that

i) \(\pi(hx) = \pi(x), \mu(hx) = \mu(x)\) for all \(h \in H, x \in \mathcal{X}\)

ii) \(P(hx, hy) = P(x, y), K(hx, hy) = K(x, y)\) for all \(h \in H, x, y \in \mathcal{X}\)

iii) \(H\) acts transitively on \(\mathcal{E}(P)\)

with \(\mathcal{E}(P)\) defined at (4.1). Then \(\mathcal{G}_K \leq A\mathcal{G}_P\) with

\[
A = \frac{1}{1 - \varepsilon} \sum_{(x, y) \in \mathcal{E}(P)} d_P^2(x, y)K(x, y)\pi(x) \leq \frac{1}{1 - \varepsilon} \max_{K(x, y) > 0} d_P^2(x, y).
\]

Here, \(d_P\) is the distance function of the graph \((\mathcal{X}, \mathcal{E}(P))\) and \(\varepsilon = P(x, x)\) which does not depend on \(x\).

**Proof:** Observe that under these circumstances the group \(H\) acts transitively on \(\mathcal{X}\) which forces \(\pi = \mu = 1/|\mathcal{X}|\). Moreover, the graph \((\mathcal{X}, \mathcal{E}(P))\) must be regular of degree \(|\mathcal{E}(P)|/|\mathcal{X}|\), and \(P\) must be of the form
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\[ P(x, y) = \begin{cases} 
\frac{\epsilon}{|\mathcal{A}(P)|} & \text{if } x = y \\
(1 - \epsilon) & \text{if } (x, y) \in \mathcal{A}(P) \\
0 & \text{otherwise.}
\end{cases} \]

Thus, the quantity

\[
\frac{1}{P(z, w) \pi(z)} \sum_{(x, y) \in \mathcal{A}(K)} \sum_{\gamma \in \Gamma_{x, y}} \frac{|\gamma| K(x, y) \mu(x)}{|T_{x, y}|}
\]

simplifies to

\[
\frac{|\mathcal{A}(P)|}{1 - \epsilon} \sum_{(x, y) \in \mathcal{A}(K)} \sum_{\gamma \in \Gamma_{x, y}} \frac{|\gamma| K(x, y) \mu(x)}{|T_{x, y}|}
\]

and does not depend on \((z, w) \in \mathcal{A}(P)\). It follows that the comparison constant \(A(\eta)\) satisfies

\[
A(\eta) = \frac{1}{|\mathcal{A}(P)|} \sum_{(z, w) \in \mathcal{A}(P)} \frac{|\mathcal{A}(P)|}{1 - \epsilon} \sum_{(x, y) \in \mathcal{A}(K)} \sum_{\gamma \in \Gamma_{x, y}} \frac{|\gamma|^2 K(x, y) \mu(x)}{|T_{x, y}|}
\]

\[
= \frac{1}{1 - \epsilon} \sum_{(x, y) \in \mathcal{A}(K)} \sum_{\gamma \in \Gamma_{x, y}} \frac{|\gamma|^2 K(x, y) \mu(x)}{|T_{x, y}|}
\]

\[
= \frac{1}{1 - \epsilon} \sum_{(x, y) \in \mathcal{A}(K)} d_p^2(x, y) K(x, y) \mu(x)
\]

where, in the last equality, \(d_p(x, y)\) denotes the distance between \(x\) and \(y\) in the graph \((\mathcal{B}, \mathcal{A}(P))\). This proves the desired result.

Let us apply this result to the chain associated with the probability measure \(Q\) on \(SL_n(\mathbb{Z}_p)\) where

\[
Q(x) = \begin{cases} 
\frac{1}{2n(n-1)} & \text{if } x = E_{i,j} \text{ for some } (i, j), i \neq j \\
0 & \text{otherwise.}
\end{cases}
\]

For comparison, introduce the chain associated with the probability measure \(\tilde{Q}\) which is uniform over the set of all transvections. Thus,

\[
\tilde{Q}(x) = \begin{cases} 
\frac{1}{|\mathcal{T}|} & \text{if } x \text{ is a transvection} \\
0 & \text{otherwise.}
\end{cases}
\]

Here \(\mathcal{T}\) denote the set of all transvections and \(|\mathcal{T}|\) is its cardinality. See Suzuki [21], page 73, for background on transvections. It turns out we will not need to know the value of \(|\mathcal{T}|\).

First, observe that the automorphism group of the Cayley graph of \(SL_n(\mathbb{Z}_p)\) with generating set \(E_{i,j}^{\pm 1}\) acts transitively on oriented edges. To change \(E_{i,j}\) to \(E_{k,l}\), conjugate by the permutation matrix that changes \(i\) into \(k\) and \(j\) into \(l\). To change \(E_{i,j}\) to \(E_{i,j}^{-1}\), conjugate by the matrix \(I_i\) which has zeros off the diagonal, \(-1\) in position \((i, i)\) and ones at all other diagonal entries. To obtain a transitive
action on the set of oriented edges, we only need to compose the natural action
of $SL_n(\mathbb{Z}_p)$ on its Cayley graph with the above transformations. Observe also
that all these transformations preserve the set $\mathcal{T}$ of all transvections. Hence,
we are in position to use Theorem 4.2 to compare the Dirichlet form $\mathcal{E}_Q$ of all
transvections with $\mathcal{E}_Q$. We still need to write any transvection $T \in \mathcal{T}$ as a word
using the elementary transvections $E_{i,j}^{\pm 1}$. Using results of Lubotzky, Phillips
and Sarnack [18], the diameter of $SL_2(\mathbb{Z}_p)$ in the four generators
\[
\begin{pmatrix}
1 & \pm 1 \\
0 & 1
\end{pmatrix}, \begin{pmatrix}
1 & 0 \\
\pm 1 & 1
\end{pmatrix}
\]
is $c_1 \log p$ for a universal constant $c_1$. It follows that one can write the transvection
$E_{i,j}(x), x \in \mathbb{Z}_p$, which has ones on the diagonal, an $x$ in position $(i,j)$, and
zeros elsewhere in $c_1 \log p$ steps using the $E_{i,j}$. These $E_{i,j}(x)$ are the set of all
"elementary" transvections corresponding to the row and column operations of
linear algebra. The argument in Suzuki [21], pg. 93, shows that the diameter of
all of $SL_n(\mathbb{Z}_p)$ in the $E_{i,j}(x)$ is $cn^2$. If one only needs to write a transvection,
Magazda [19] shows that at most $4n - 5$ of the $E_{i,j}(x)$ are needed. We conclude that

the length of any transvection as a shortest word

using the $E_{i,j}^{\pm 1}$ is at most $c_2 n \log p$ \hspace{1cm} (4.2)

for an explicit constant $c_2 = 4c_1$. Using (4.2) and Theorem 4.2 yields

\[
\mathcal{E}_Q \leq \lfloor c_2 n \log p \rfloor^2 \mathcal{E}_Q. 
\] \hspace{1cm} (4.3)

Now, Hildebrand [16] shows that there are universal constants $A, a > 0$ such that

\[
\| \mathcal{Q}(\ell) - U \|_{TV} \leq Ae^{-at}
\]

provided $\ell \geq n + t, c > 0$. This implies in particular that

\[
\beta_1(\mathcal{Q}) \leq e^{-a}
\]

since $\beta_1$ governs the asymptotic rate of convergence. Hildebrand's bound and
(4.3) imply the following result.

Proposition 4.3 For $Q$ as in Theorem 4.1, the second largest eigenvalue $\beta_1(Q)$
satisfies

\[
\beta_1(Q) \leq 1 - \frac{c}{(n \log p)^2}
\]

for a universal constant $c$.

To prove Theorem 4.1 we still need one more ingredient which is a lower bound
on the least eigenvalue.

Proposition 4.4 For $n \geq 3$, the least eigenvalue of the chain associated with $Q$
is bounded by

\[
\beta_{\min}(Q) \geq -1 + \frac{1}{25}.
\]
This will be deduced from the following general result which will be proved as a corollary of Lemma 2.7.

**Lemma 4.5** Let $P, \pi$ be a reversible Markov chain on a finite state space $\mathcal{B}$ with uniform stationary measure $\pi \equiv 1/|\mathcal{B}|$. Assume that there is a group $H$ acting on $\mathcal{B}$ and such that $P(hx, hy) = P(x, y)$ for all $h \in H, x, y \in \mathcal{B}$. Assume that $H$ acts transitively on the oriented edge set $\mathcal{E} = \{(x, y) \in \mathcal{B} \times \mathcal{B}^+: P(x, y) > 0\}$ (this implies $P(x, x) = 0$). Assume further that there exists at least one cycle of odd length $D$ with at most $R$ edges repeated twice. Then, the least eigenvalue of $P$ satisfies

$$
\beta_{\min}(P) \geq -1 + \frac{2}{D^2}.
$$

**Proof:** Use Lemma 2.7 with $\Sigma_x$ the set of all cycles of odd length $D$ based at $x$. We can clearly assume that there are no repeated edges. The hypotheses imply that this set is not empty. Let $\theta$ be the flow on loops of odd length given by

$$
\theta = \begin{cases}
\frac{\pi(\sigma)}{|\Sigma_\sigma|} & \text{if } \sigma \in \Sigma_x \\
0 & \text{otherwise}.
\end{cases}
$$

Lemma 2.7 yields

$$
\beta_{\min}(P) \geq -1 + \frac{2}{I(\theta)}
$$

with

$$
I(\theta) = \max_{r,\sigma > 0} \left( |\mathcal{E}| \sum_{z \in \mathcal{B}} \sum_{\sigma \in \Sigma_z} |\sigma| \pi(z) \right)
$$

where $r(\sigma, (x, y))$ is the number of time the edge $(x, y)$ is used in $\sigma$. We assume (without loss of generality) that $r(\sigma, (x, y)) \leq 2$. Using the action of $H$, we see that the quantity we take the maximum of is constant. Thus, the maximum can be replaced by the mean over edges in $\mathcal{E}$. This gives

$$
I(\theta) = \sum_{(x, y) \in \mathcal{E}} \sum_{z \in \mathcal{B}} \sum_{\sigma \in \Sigma_z} |\sigma| \pi(z) \frac{1}{|\Sigma_\sigma|}
$$

$$
= \sum_{z \in \mathcal{B}} \sum_{\sigma \in \Sigma_z} |\sigma| \pi(z) |\Sigma_\sigma|^2
$$

$$
= D^2.
$$

This proves Lemma 4.5.

**Proof of Proposition 4.4:** In order to apply Lemma 4.5 we only need to find one cycle of odd length because we already know that the automorphism group of our Cayley graph acts transitively on oriented edge. But, for $n \geq 3$ and for any distinct $i, j, k$

$$
Id = E_{j,k} E_{i,j}^{-1} E_{j,k} E_{i,k} E_{i,j}.
$$
Thus, we have at least one loop of odd length 5 in our Cayley graph. Moreover, no edge is used twice. Thus, we conclude
\[ \beta_{\text{min}}(Q) \geq -1 + \frac{1}{25}. \]

**Proof of Theorem 4.1:** For \( n \geq 3 \), Propositions 4.3, 4.4 shows that
\[ \beta(Q) = \max \{ \beta_1(Q), -\beta_{\text{min}}(Q) \} \leq 1 - \frac{c}{(n \log p)^2}. \]
Since \( |SL_n(\mathbb{Z}_p)| \leq p^{n^2} \) the bound (1.5) gives
\[ \| Q^t - U \|_{TV} \leq p^{n^2/2} e^{-ct/(n \log p)^3} \]
which proves Theorem 4.1.

Let us return to the subject of this paper. As mentioned above, for \( k \leq n \) and under the random walk associated with \( Q \), the last \( k \) columns of the matrix evolve like the random walk (1.1) on the complete graph with \( n \) vertices with \( G = \mathbb{Z}_p^k \). Thus, Theorem 4.1 implies that order \( n^4 (\log p)^3 \) steps suffice to reach stationarity, uniformly in \( n, p, k \). For fixed \( p \) and \( k \) (e.g., \( k = 1, p = 2 \)), these results are not as sharp as those of Sects. 2 and 3. On the other hand, for fixed \( k \) and large \( p \), the results of this section are much sharper and seem unobtainable by elementary path arguments. They lean on the deep number theoretic results of Lubotsky Phillips and Sarnack [18]. Davidof and Sarnack [4] give remarkable simplifications but the results are still quite deep. Theorem 4.1 also handles the large \( k \) case (e.g., \( p = 2, k = n \)).

However, note that the above argument depends very much on working over \( \mathbb{Z}_p \) with \( p \) prime. It breaks down for composite \( p \) but can be extended without change to any finite field.

Finally, we remark that Gluck [14] has given a different proof of Hildebrand’s results which generalizes to random walks on essentially arbitrary conjugacy classes of general Chevalley groups.
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